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Abstract

Theoretical studies of Quantum Chromodynamics (QCD), which is the under-
lying theory of strong interactions, indicate that QCD matter has rich phase
structures in non-perturbative regimes. The phase diagram can be parametrized
by temperature T and baryo-chemical potential µB. Based on the phase diagram,
one can obtain perspectives on how the vacuum structure of the early universe
evolved in extremely high temperature states after the Big Bang. We expect the
phase diagram to exhibit at least two distinct regions. One is the quark-gluon
phase, and the other is the hadron phase. There is a first order phase boundary
at µB > 0 and T = 0. At µB = 0 and T > 0, a smooth crossover transition
is expected due to finite masses of quarks. Logically we can then expect that
a critical end-point (CEP) exists at the end of the first order phase transition
line. The location of the CEP would be a landmark in understanding the whole
structure of the phase diagram. Although numerical calculations using lattice
gauge theory as well as model calculations predict the existence of the CEP, none
of them have reached a quantitative agreement on the location at the present
precision. Therefore experimental investigations are indispensable to pin down
the location, and to understand properties of the phase point based on funda-
mental observables. The high energy heavy ion experiment at the Relativistic
Heavy Ion Collider (RHIC) at Brookheaven National Laboratory (BNL) is one
of the unique opportunities to access such a high temperature state as well as
studying the properties of the QCD matter.

In this thesis, an experimental result on longitudinal density correlations of
produced matter in Au+Au collisions at

√
sNN = 200 GeV has been reported to

search for the critical phase boundary of QCD. The density correlation, which is
one of the basic observables in the most simplest thermodynamical treatment of
the matter based on Ginzburg-Landau phenomenology, is extracted from inclu-
sive charged particle multiplicity distributions in various pseudorapidity interval
sizes δη measured by the PHENIX detector within the total pseudorapidity cov-
erage of |η| < 0.35. The measured multiplicity distributions are fit by Negative
Binomial Distributions (NBD), and the NBD parameters µ (mean) and k−1 (de-
viation from a Poissonian width) are determined in various collision centralities.
The corresponding range in the average number of participant nucleons (Npart)
at the nucleus-nucleus collision is from 29.8 to 352.2. The product of the cor-
relation strength α and the correlation length ξ, which has a monotonic corre-
spondence to a susceptibility, is extracted from a known relation between the
NBD k parameter and αξ as a function of δη. A local maximum of αξ is seen at
Npart ∼ 90. The corresponding energy density based on the Bjorken picture is
ǫBjτ ∼ 2.4 GeV/(fm2 ·c) with a transverse area size of 60 fm2. This behavior may
suggest a critical phase boundary based on the Ginzburg-Landau framework.
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Chapter 1

Introduction

1.1 QCD phase transition

One of the most important subjects in physics is to investigate the origin and
evolution of our universe. According to the Big Bang cosmology [1], it is consid-
ered that the universe was expanding with decreasing temperature and changing
the state of matter characterized by each energy scale i.e. phase transitions. In
the process of the evolution of the early universe, elementary particles; quarks,
leptons and massive gauge bosons obtained their masses by the spontaneous
symmetry breaking of scalar potential via Higgs mechanism [2] at a critical tem-
perature of electro-weak energy scale around 250 GeV followed by the energy
scale of Grand Unified Theory (GUT) immediately after the inflation [3]. As a
result of further expansion of the universe, hadrons are produced at the critical
temperature Tc < 200 MeV and obtain those effective masses by the spontaneous
chiral symmetry breaking with formations of the quark pair condensate 〈q̄q〉.
Figure 1.1 shows a conceptual drawing of the matter consisting of quarks and
gluons, which is the gauge particle of the strong interaction between quarks and
gluons, at higher and lower temperature compared to the Tc.

In other words, the state of matter can be separated by the Tc or the cor-
responding singularity on some proper thermodynamic variables. In fact, vari-
ous singular effects are often observed as critical phenomena when matter pass
through phase boundaries like critical opalescence at the phase transition to su-
perconductivity phases in the field of condensed matter physics at low tempera-
ture [4]. These phenomena have been understood by the phenomenological theory
of V. L. Ginzburg and L. D. Landau [5] based on the thermodynamical treatment
of matter. Therefore, those theories developed in the low temperature physics
will be of assistance to understand the state of matter even in higher tempera-
ture, if we apply the concept of the phase transitions to the process of evolution
of the universe.

If one focuses on the phase transitions from the quarks and gluons (called

1
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a) quark and gluon phase
T > Tc

b) hadron phase
T < Tc

quark

meson

baryon

gluon

Figure 1.1: Conceptual drawing of matter that consist of quarks and gluons.
a) Matter is in T > Tc. b) Matter is in T < Tc, quarks are confined in hadrons.

together partons) phase to the hadrons phase, it should be treated based on the
quantum chromodynamics (QCD) [6], which describes the strong interaction be-
tween the quarks and gluons. The QCD is the first principle theory for the strong
interaction, and it well describes many experimental results of the particle pro-
duction and the structure of the proton by using the perturbative approach. On
the other hand, the phenomena regarding to the phase transition are often re-
lated with low momentum (soft) particles. This means the QCD phase transition
belongs to the non-perturbative regime. However, since QCD is a non-Abelian
gauge theory, it is difficult to derive the correct answers for the non-perturbative
regions analytically without introducing any phenomenological models.

Y. Nambu and G. Jona-Lasinio (NJL) introduced a model for a dynamical
mechanism of the chiral phase transition inspired by the phase transition of the
superconductivity [7, 8]. It is expressed by a Lagrangian as

L = q̄iγ · ∂q +
1

2
g[(q̄q)2 + (q̄iγ5τq)2], (1.1)

where γ5 is the chirality operator and the first and second term correspond to
kinetic energy and potential term, respectively. For simplicity, considering only
u and d quarks with zero masses, this Lagrangian can be rewritten by the linear
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Figure 1.2: Potential of the linear sigma model in Equation (1.2). a) QCD
vacuum in T > Tc. b) QCD vacuum in T < Tc.

sigma model (LSM) which is expressed as

L =
1

2
[(∂µσ)2 + (∂µπ)2] + V (σ2 + π2), (1.2)

where σ and π meson’s field are defined by

σ = q̄q,

π = q̄iγ5τq, (1.3)

respectively. Figure 1.2 indicates the potential shape in Equation (1.2) and the
position of the QCD vacuum. The chiral symmetry is broken in the case of
choosing a direction of the QCD vacuum 〈q̄q〉 for π = 0 at T < Tc as shown
in Figure 1.2 b). Since the QCD vacuum has a finite vacuum expectation value
at T < Tc, a meson obtains the large effective mass as compared to the quark
current mass. Masses of dynamical particles are described by the excitation
of the vacuum as shown in the arrows inside the figure. Since the arrow in
π direction indicates zero potential gradient, π meson is created as zero mass
particles named as Nambu-Goldstone boson as a result of this spontaneous chiral
symmetry breaking. It is supported by the small mass of π meson as compared to
the other hadrons. Thus, the 〈q̄q〉 condensation become a proper order parameter
in the case of the chiral phase transition. Many phenomenological models of the



4 CHAPTER 1. INTRODUCTION

Figure 1.3: Theoretical QCD phase diagram for two massless quarks, up and
down, as a function of temperature T and baryo-chemical potential µ [14]. Solid
and dashed line corresponds to the first and second order phase boundary, re-
spectively. The phase tagged with 2SC is a color superconductor phase in which
up and down quarks with two out of three colors pair and form a condensate.

QCD phase transition have been developed based on the NJL model in modern
nuclear physics.

There is the another theoretical approaches for the QCD phase transition. It
is considered that two phases can exist in the many-body system separated by
the critical temperature Tc. One is the hadronic phase and the other is quark
deconfined phase namely quark-gluon-plasma (QGP) [9–11]. This concept has
been developed as an extension of hadron bag models [12]. The hadron bag
models are phenomenological theories to describe the quark confinement in a
hadron by introducing tensions from color electric flux between quarks as a bag
pressure of the hadron [13]. In this concept, quarks are free from the confined
state with increasing temperature or baryo-chemical potential of the system as
shown in Figure 1.1 a).

The lattice gauge theory is the only way to calculate quantitative value of
the transition temperature based on the first principle of QCD. Figure 1.3 shows
the QCD phase diagram for two massless quarks as a function of temperature T
and baryo-chemical potential µ [14]. Since the µ corresponds to the energy of
the system per baryon number, the normal nuclear matter at zero temperature
indicates 1 GeV. According to the numerical lattice gauge simulation, two phases
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in Figure 1.3 are separated by the line from 150 < T < 200 GeV at µ = 0 [15].
Although the chiral phase transition and the phase transition to the quark de-
confined state are different concepts in the QCD energy scale, the lattice gauge
simulation indicates the coincidence of the transition temperature at µ = 0 in
both cases [16]. However, it is known that there are several difficulties to obtain
the accurate values for the region of the large finite µ in the numerical calcula-
tions [17]. Therefore, it is crucial for both theoretical and experimental studies
to develop new methods to understand the phase structure quantitatively.

The motivation of this study is to investigate the QCD phase transition and
the structure of the phase boundary by creating hot and dense QCD matter
experimentally.

1.2 Theoretical approaches on the QCD phase

diagram

Before explaining experimental methods for the study of QCD matter, several
theoretical knowledge of the QCD phase diagram are reviewed in this section. The
theoretical studies of QCD in the non-perturbative regimes indicate that QCD
matter has the rich phase structure. The phase diagram can be parametrized by
temperature T and baryo-chemical potential µ.

The second order phase transition is predicted at µ = 0 and T > 0 by the
lattice QCD calculation [15] at zero mass, m = 0. If one added one more dimen-
sion of quark mass m to the phase diagram, it can be depicted as Figure 1.4.
Figure 1.4 shows the three dimensional QCD phase diagram based on the NJL
model [18]. The first order phase boundaries extend to the mass direction as
hatched area in the figure. Since actual quarks have been thought having a
finite current mass, a smooth crossover transition is expected due to the finite
masses of quarks [19] at µ = 0 and T > 0 and m 6= 0. The crossover transition
is also predicted by the lattice QCD calculation in µ = 0 [20]. Thus, logically
one can expect that a critical end-point (CEP) exists at the end of the first or-
der phase transition line [21]. According this picture, the CEP is defined by
the connecting point of the two second order lines and one first order line in
m = 0 plane. Consequently, the location of the CEP would be the landmark in
understanding the whole structure of the phase diagram. Figure 1.5 shows the
predictions of the CEP locations based on the lattice QCD calculations, the NJL
models, the linear sigma model and the other phenomenological models. Dashed
line is the expected second order phase boundary obtained by connecting two
CEP in the different lattice QCD calculations and the transition temperature at
µ = 0. Although numerical calculations using the lattice gauge theory as well as
model calculations predict the existence of the CEP, none of them have reached
a quantitative agreement on the location at the present precision [22].
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Figure 1.4: Three dimensional QCD phase diagram based on the NJL model as
a function of temperature T , baryon chemical potential µ and quark mass m
in [18].

The phase transition to the quark-gluon deconfinement phase derived by the
several hadron bag models is the different concept from the QCD chiral phase
transition as explained in Section 1.1. Since the bag models does not assume the
second order phase transition, the first order line obtained by this model does not
include the CEP as shown in the solid line in Figure 1.5. However, those models
do not indicate any quantitative phase boundaries.

Therefore, experimental investigations are indispensable to pin down the lo-
cation of the CEP and phase boundary to investigate properties of the phase
stricture in the QCD energy scale based on fundamental observables.
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Figure 1.5: Theoretical predictions of the QCD phase boundary and critical end-
point summarized in [22]. Dashed line is expected second order phase boundary
connecting end-points of lattice QCD calculations in [15,23,24]. Markers indicate
critical end-points obtained by several theoretical calculations; filled circles are
lattice QCD calculations (LAT1 in [23] and LAT2 in [24]), the open circle is
based on Linear Sigma Model (LSM in [25]), open diamonds are based on Nambu
and Jona-Lasinio model (NJL1, NJL2 in [26], NJL3 in [27], NJL4 in [25]), and
the filled diamonds are based on other phenomenological models (PHM1 in [28],
PHM2 in [29], PHM3 in [30], PHM4 in [31]). The solid line corresponds to the
first order phase boundary by the MIT bag model [13].

1.3 High energy heavy ion experiment

It is necessary to create the extremely hot and dense matter in order to verify
whether the QCD phase transition can occur and the new state of matter QGP
is formed in nature or not. In this case the hot and dense matter must have large
energy density beyond the normal nucleon energy density. One of the methods
to make it is colliding accelerated nucleus with high momentum to gain the en-
ergy density. For the purpose of producing a large size of the interaction region,
heavy ion collisions, A + A is effective compared to proton (anti-proton)-proton,
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p (p̄) + p collisions, because former one has a larger radius and can collide many
incoming number of nucleons at the same time. There are many experiments to
search for the QGP by using heavy ion accelerators in the past two decades as
follows. Firstly the beam energy of 2.1 GeV per nucleons (A GeV) was used in
Bevalac at Lawrence Berkeley Laboratory (LBL, 1975-1985), 15 A GeV heavy ion
beam became available by Alternating Gradient Synchrotron (AGS, 1987-1995) at
Brookhaven National Laboratory (BNL), and then the beam energy was achieved
at 400 A GeV in Super Proton Synchrotron (SPS, 1987-present) at European Or-
ganization for Nuclear Research (CERN). These were all fixed target experiments
at the extraction beam line. Relativistic Heavy Ion Collider (RHIC, 2000-present)
at BNL has accomplished to collide 100 A GeV of gold ions (Au) by using two
opposed circular beam line as the world’s first heavy ion collider experiment.
RHIC enabled us to study the QCD matter by the circumstance of center of
mass energy of 200 GeV per colliding nucleus pairs denoted as

√
sNN .

It was already considered that the high temperature and high energy density
matter, like a fire ball, could be produced through the high energy nucleus-
nucleus collisions which explains observed multiple hadron productions in cosmic
ray experiments by E. Fermi and L. D. Landau around in 1950. J. D. Bjorken
has introduced a picture of the evolving matter in the intervening region of the
incoming nuclei to estimate its energy density, which is independent of inertial
reference frame [32]. Figure 1.6 shows the schematic diagram of the head-on
colliding nuclei with respect to before and after the collisions based on the Bjorken
picture. The longitudinal width of the accelerated nuclei near the light velocity
in the beam direction z become less than 1 fm by the Lorentz contraction before
the collision as shown in Figure 1.6 a). The volume of the region of interest for
the produced matter after the collision in Figure 1.6 b) can be obtained as πR2dz,
where R and dz is the transverse radius of the nucleus and the longitudinal gap
between the outgoing nuclei, respectively. The dz can be substituted with τfdy
by introducing a concept of a proper formation time τf for the produced matter,
where y is longitudinal rapidity expressed as

y =
1

2
ln

(

E + qL
E − qL

)

, (1.4)

where E is energy and qL is longitudinal momentum for the accelerated nucleus.
The relations of the E, qL and y are

E = mT · cosh(y),

qL = mT · sinh(y), (1.5)

where mT is the transverse mass defined by m2
T ≡ m2 + q2

T = E2 − q2
L. Although

partons start interactions immediately after the collisions, a finite time is needed
for the achievement of the thermal equilibrium. The volume of the system with
this concept of the proper formation time τf is appropriate for the estimation of
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nucleus

leading partons

collision vertex

partons 
(quarks and gluons)

a) before the collision

b) after the collision

dydz fτ=

2Rπ

region of interest

nucleus

fm1<

Figure 1.6: Schematic diagram of the head-on colliding nuclei. a) The width
of accelerated nucleus becomes < 1 fm by the Lorentz contraction before the
collision. b) The region of interest for the particle production is indicated by the
filled area after the collision.

the energy density, if QGP is defined as a thermalized and partonic deconfined
phase. The rapidity y after the collision can be represented by a time t and a
longitudinal space point z as

y =
1

2
ln
(

t+ z

t− z

)

, (1.6)

where a proper time τ is expressed as τ =
√
t2 − z2. According to the relation, t

and z become

t = τ · cosh(y),

z = τ · sinh(y), (1.7)
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Figure 1.7: Longitudinal Space (z) vs. time (t) diagram of a nucleus-nucleus colli-
sion. Produced matter is thermalized at the proper time τf plane. Hadornizations
occur at the τc plane.

where the longitudinal velocity β = z/τ in the laboratory frame is same as the
center of mass frame. Figure 1.7 shows the space time evolution after the nucleus-
nucleus collision as a function of t and z. The beam of colliding nuclei, which are
accelerated near the light velocity, is indicated by the light cone. The hypersur-
faces at τf (dashed line) and τc (dotted line) correspond to the proper formation
time and the hadornization time, respectively. The system achieves thermal equi-
librium above the hypersurface of τf followed by parton-parton interactions after
the nucleus-nucleus collision. The temperature decreases with the expansion of
the system, and then the thermal hadornization occurs at the critical hypersur-
face of τc. The area surrounded by those two hypersurfaces corresponds to the
expected QGP phase. Since this phase is considered to achieve the thermaliza-
tion, hydrodynamical treatments are possible. The filled area in the Figure 1.7
indicates a hydrodynamical volume element. According to this estimation of the
volume on the region of interest and an assumption that N particles produced
at τf as 〈mT 〉 = (q2

L + m2)1/2 contribute to the energy production, the energy
density can be obtained as a function of τf ,

〈ε(τf)〉 =
〈mT 〉dN(τf)

πR2dz
=

〈mT 〉
πR2τf

dN(τf )

dy
. (1.8)
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Table 1.1: Bjorken energy density εBj at τf = 1 fm/c.

Accelerator Colliding nucleus
√
sNN (GeV) εBj (GeV/fm3) Reference

AGS Au + Au 5 1.5 [33]
SPS Pb + Pb 17 2.9 [34–36]

RHIC Au + Au 200 5.4 [35, 37]

With the relation of

dET

dy
= 〈mT 〉

dN

dy
, (1.9)

where ET is the total transverse energy of produced particles, the energy density
is also expressed as

〈ε(τf)〉 =
1

πR2τf

dET (τf )

dy
. (1.10)

This is referred to as the Bjorken energy density εBj [32]. The εBj can be obtained
in each accelerator beam energy as shown in Table 1.1, if one puts τf = 1 fm/c
into the Equation (1.10), which is not based on any particular justifications but
based on Bjorken’s order estimate with respect to the particle production [32],
and measured final state dET/dy by the experiments [33–37]. These estimations
contain some ambiguities due to the several assumptions, for instance, the as-
sumption of τf and using the measured value of ET/dy in the final state, which is
not in the formation stage. It will be discussed in Section 4.1.4. However, as long
as one refers to the Bjorken estimation of the energy density as a lower limit, the
matter with a sufficiently high energy density for the QCD phase transition are
produced in the RHIC energy compared to the normal nuclear mater.

1.4 Motivation of this study

The direct indication of the dynamical chiral symmetry breaking is difference
of masses between light mesons e.g. σ (scalar) and π (pseudoscalar) as a result
of nondegeneracy [11]. Therefore, observations of those meson’s mass shift are
considered to be a signature of the chiral phase transition [38]. However, it is
expected that the life time of those mesons are too long as compared to the
produced matter in heavy ion collisions. Since those mesons decay after the
cooling of produced mater, their masses are not affected by the QCD medium.
Low mass vector mesons, ρ, ω and φ, have a possibility to keep the value of
the shifted mass in the medium at the final state, because they have short life
times (∼ 10−22 second). However, measurements of the low mass vector mesons
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are experimentally difficult due to the huge background of decay products from
the other particles.

On the other hand, the suppression of the J/ψ production cross section, which
is a bound state of charm quarks, has been predicted as a direct signature on the
phase transition to the quark deconfined state [39]. This is based on a mechanism
of the Debye screening of the quark color charge. In this model, the screening ra-
dius becomes smaller than the binding radius between two quarks, and it results
in the J/ψ suppression. However, this model has ambiguities on the unknown
production mechanism of the normal J/ψ production as a reference of the pro-
duction cross section.

Therefore, it is necessary to investigate the QCD phase transition by the
other complementary observables in a basic thermodynamic treatment of the
matter. In this study, an analysis result of density correlations measured by
the PHENIX [40] detector at RHIC, which is potentially sensitive to both chiral
and deconfinement phase transitions as explained in Chapter 2, will be discussed
under the experimental situation described in Section 1.3.



Chapter 2

Experimental observable

2.1 Thermodynamic singularity

In general, phase transitions are discussed with order parameters which charac-
terize phases in many body systems. The transition point is defined by discon-
tinuities of an extensive variables Φ as a function of intensive variables h, for
example temperature T , in thermodynamics. In this case, both Φ and h are ther-
modynamic variables. This Φ is defined by partial differential coefficient of Gibbs
free energy G with respect to the h. For instance, entropy S and specific heat Ch

correspond to the first order and second order derivative of G as indicated in
Equation (2.1) and Equation (2.2), respectively. The second order derivatives,
isothermal compressibility [41] and correlation length, are called susceptibility χ
collectively.

Φ(T, h) = −
(

∂G

∂h

)

T

, S = −
(

∂G

∂T

)

h

. (2.1)

χ =

(

∂Φ

∂h

)

T

= −
(

∂2G

∂h2

)

T

, Ch = −T
(

∂2G

∂T 2

)

h

. (2.2)

Thus, the discontinuous or divergent behavior of the derivatives of G as functions
of thermodynamic variables determines not only the transition point but also the
transition order [4]. This is the thermodynamic singularity.

Here is one of the most obvious examples of phase transitions. Figure 2.1
shows the phase diagram of He4 as a function of pressure and temperature [42].
The phase indicated by ”Liquid He II” is the known super fluidity phase. Figure 2.2
shows the measured specific heat of the liquid He4 as a function of T −Tλ, where
Tλ is the critical temperature to the super fluidity phase [43, 44]. This figure is
made by changing the resolutions to Tc. The specific heat in Figure 2.2, which
corresponds to the second order derivative as noted in Equation (2.2), indicates
the divergence at T = Tλ. Therefore, the line with triangles in Figure 2.1 corre-
sponds to the second order phase transition line.

13
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Figure 2.1: The phase diagram of He4 as a function of pressure and tempera-
ture [42]. Liquid He II indicated inside the figure is the super fluidity phase. The
line with triangles corresponds to the second order transition line.

Figure 2.2: The specific heat of liquid He4 as a function of T − Tλ measured
by various resolutions [43, 44], where Tλ is the critical temperature for the super
fluidity phase.
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The singular behaviors in the derivatives of G as in the specific heat of He4

are often seen when matter go through the phase boundary. That is to say, the
critical phenomena are not dependent on details of the local interactions among
the constituent particles in the matter but dependent on the global property of
the matter such as susceptibility of the thermodynamic variables. Several global
properties; the number of dimensions of a system or the number of components
of the order parameter and so on, can be considered to characterize the phase
transition. It is referred to as the Universality Hypothesis [45–47], which was
proven by using the renormalization group theory by K. G. Wilson [48,49] in the
special case of the second order phase transition. Therefore, the thermodynamic
fluctuations of an order parameter or the singular behaviors of the susceptibility
become signatures of the phase transition even in the case of QCD phase transi-
tion. In Section 2.2, relations between an order parameter and the susceptibility
are explained based on the Ginzburg-Landau framework [5].

2.2 Density fluctuation and susceptibility

The relation between the thermodynamic fluctuations of order parameter and
the susceptibility is expressed by the Fluctuation-Dissipation theorem [4] more
precisely. In this section, however, it is explained based on the phenomenolog-
ical Ginzburg-Landau (GL) [5, 50] framework for a scalar order parameter to
understand its essence easily.

GL describes the relation between a free energy density f and an order pa-
rameter φ as a function of the system temperature T . By adding a spatially
inhomogeneous term A(T )(∇φ)2 and an external field h, the general form is de-
scribed as follows

f(T, φ, h) = f0(T ) +
1

2
A(T )(∇φ)2 +

1

2
a(T )φ2 +

1

4
bφ4 + · · · − hφ, (2.3)

where f0 is the equilibrium value of the free energy density, terms with odd
powers are neglected due to the symmetry of the order parameter introduced in
this analysis, and the sign of b is used to classify the transition orders: b < 0 for
the first order, b > 0 for the second order and b = 0 at the critical point. Since
the order parameter should vanish above a critical temperature Tc, it is natural
for the coefficient a(T ) to be expressed as a(T ) = a0|T − Tc|, while b is usually
assumed to be constant in the vicinity of Tc. Figure 2.3 shows the free energy
density up to the fourth order therm as a function of the order parameter φ
with respect to the different signs of a, where the sign of a > 0, a = 0 and
a < 0 corresponds to the case at T > Tc, T = Tc and T < Tc, respectively. In the
following, the higher order terms beyond the second order term is neglected. This
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Figure 2.3: The free energy density as a function of scalar order parameter φ
with the different signs of a(T ) in Equation (2.3). Lines with a > 0, a = 0 and
a < 0 corresponds to T > Tc, T = Tc and T < Tc, respectively.

approximation corresponds to a picture where a system approaches to the phase
boundary far from the boundary, since φ introduced in the following analysis
is close to zero in the regions far from Tc. In this sense, the approximation is
insensitive to the details of the phase transition order, i.e. higher order terms,
but only sensitive to the behaviors near the Tc.

The order parameter in this analysis corresponds to the density fluctuation
as a function of spacial point r, which is defined as

φ(r) = ρ(r) − 〈ρ(r)〉, (2.4)

where the pair of brackets indicates an operator to take the average. With the
Fourier expansion of the density fluctuation in r, φ(r) =

∑

k φke
ikr where k is

a wave number, one can express the deviation of the free energy density due to
spatial fluctuations from the equilibrium value f0

∆F/Y =
1

Y

∫

(f − f0)dr

=
1

2

∑

k

|φk|2(a(T ) + A(T )k2), (2.5)

where Y is the total range corresponding to a volume and up to the second order
terms are taken into account as an approximation in the vicinity of the critical
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point in Equation (2.3). Given the free energy deviation, one can obtain the
statistical weight W for fluctuation φ(r) to occur in a given temperature T as

W (φ(r)) = Ne−∆F/T . (2.6)

Therefore the statistical average of the square of the density fluctuation with the
wave number k is described as

〈|φk|2〉 =
∫ +∞

−∞
|φk|2W

(

∑

k

φke
ikr

)

dφk

=
NT

Y

1

a(T ) + A(T )k2
. (2.7)

An experimentally observable two point density correlation function can be
related to the statistical average of the square of the density fluctuation. With a
density ρ(ri) for a given sub-volume dri, the two point density correlation G2 is
expressed in the case of 〈ρ(r1)〉 = 〈ρ(r2)〉 = 〈ρ〉 as

G2(r1, r2) = 〈(ρ(r1) − 〈ρ〉)(ρ(r2) − 〈ρ〉)〉, (2.8)

where case 1 coinciding with case 2 is excluded to simplify the following dis-
cussion. Multiplying both sides of Equation (2.8) by e−ikr ≡ e−ik(r2−r1) and
integrating over sub-volume dr1 and dr2 gives

Y
∫

G2(r)e
−ikrdr = 〈|

∫

(ρ(r) − 〈ρ〉)e−ikrdr|2〉
= 〈|φk|2〉. (2.9)

From Equation (2.7) and Equation (2.9), G2 can be related to the inverse Fourier
transformation of the statistical average of |φk|2. This integral can be evaluated
by the Ornstein-Zernike formula [51, 52] as

G2(r) ∝
{

|r|−(d−1)/2e−|r|/ξ (T > Tc)
|r|−d+2 (T = Tc)

, (2.10)

where d corresponds to the number of dimensions of the system. Therefore in
the one dimensional case G2 is described as

G2(r) =
NT

2Y 2A(T )
ξ(T )e−|r|/ξ(T ), (2.11)

where the correlation length ξ(T ) is introduced, which is defined as

ξ(T )2 =
A(T )

a0|T − Tc|
. (2.12)

In general, a singular behavior of ξ(T ) as a function of T indicates the critical
temperature of the phase transition.
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Figure 2.4: The coordination of spin obtained by a simulation of two dimensional
Ising model [53] in a) T < Tc, b) T = Tc, and c) T > Tc. Black and white
corresponds to upward and downward spin, respectively.

The wave number dependent susceptibility can also be defined from the ex-
pansion of the GL free energy density based on Equation (2.3) and Equation (2.5)
as follows,

χk = −
(

∂2f

∂h2

)

=

(

∂h

∂φk

)−1

=

(

∂2(∆F/Y )

∂φ2
k

)−1

=
1

a0|T − Tc|(1 + k2ξ(T )2)
. (2.13)

In the case of the long wavelength limit, which correspond to k = 0, the suscep-
tibility can be expressed as

χk=0 =
1

a0|T − Tc|
=

2Y 2

NT
ξ(T )G2(0). (2.14)

In this framework, the ξ and χk=0 diverge at the same temperature. This is the
relation between the fluctuations of order parameter (density fluctuation) and
the correlation length ξ and the susceptibility χk=0.

The correlation length ξ is useful to understand the order of the phase intu-
itively. It also have an advantage for the application to the correlations among
dynamically produced particles. Figure 2.4 show coordinations of spin in a two
dimensional Ising model simulation [53]. Figure 2.4 a) indicates the ordered state
in T < Tc. Most of the directions of spins are lined up to upward in this phase.
A typical size of the domains itself corresponds to the correlation length ξ. Fig-
ure 2.4 b) is the coordination at T = Tc. One can find various sizes of domains
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exist together and the typical scale in T < Tc vanishes at T = Tc. This is the
origin of the divergence of ξ. Figure 2.4 c) shows the spin coordinate of disordered
phase in the T > Tc. In this case, the ξ decreases with increasing T .

2.3 Application to the phase transition

The first attempt to apply the free energy discussion to A + A collisions can
be found in [54], and the application to the case of the QCD phase transition
is indicated in [55]. Theoretically, further prospects have been suggested with
respect to derivations of the critical exponents [55] and to detecting the critical
opalescence [56] at the phase transition of the QCD matter based on the chiral
condensate.

The GL framework is applicable to the density correlations in the longitu-
dinal space coordinate z in the heavy ion collisions based on the picture that
the system dynamically evolves. A common proper time frame should be intro-
duced as shown in Figure 1.7 for each hydrodynamical sub volume element in this
study for the purpose of the application. Therefore, the differential length dz be-
tween the neighboring hydrodynamical volume elements at the common proper
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Figure 2.5: Cube of the equilibrium correlation length (thin lines) and non-
equilibrium correlation length (thick lines) as a function of temperature [60].
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time τ =
√
t2 − z2 is expressed as dz = τ · cosh(y)dy, where y is rapidity, as

introduced in [57]. The matter produced in the collision expands longitudinally
from its earliest time, which leads to cooling after the initial thermalization. If
the system’s evolution takes it near a critical phase boundary as it cools, then
the large correlated density fluctuations will appear as T approaches Tc from
above. If the expansion after that point is rapid enough then these fluctuations
can potentially survive into the final state [58]. One might have a question on
a possible incompleteness of the thermal equilibrium for the produced matter
in heavy ion collisions. Nevertheless, it is indicated that the universal singular
effects can survive on the final state observables such as correlation length and
fluctuations [59] originating from the critical phase boundary according to a hy-
drodynamical calculation [60]. Figure 2.5 shows the correlation length for the
equilibrated fluid (thin line) and non-equilibrated fluid (thick line) as a function
of critical temperature in the hydrodynamical calculation.

Experimentally, spatial density fluctuations in longitudinal space z in the

89 :

;<=

>? @ABCD EFB>CGEG?>

ABHF?> @ABCD

IJK @ABCD
LFGEGLBM @ABCD N?O>HBFP

Figure 2.6: Schematic diagram of susceptibility χ or correlation length ξ as a
function of temperature T or energy density ε of the system. Perpendicular
dashed line indicates the hypothetical QCD phase boundary.
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early stage of an A + A collision can be measured in rapidity or pseudorapidity
space in the final state. The order parameter, in this case, corresponds to the
multiplicity density fluctuation for identified or inclusive particles from the mean
density. If the study was limited to only a narrow region around mid-rapidity,
then dz ∼ τdy is valid with the approximation of cosh(y) ∼ 1. Therefore one can
observe density fluctuations in the z coordinate as being mapped onto density
fluctuations in rapidity space. In this study, a survey on the susceptibility χ and
correlation length ξ have been reported as a function of initial energy density ε
of produced matter in Au + Au collisions at

√
sNN = 200 GeV. It is the study

to search for the phase boundary between the hadrons and QCD matter by tar-
geting the thermodynamic singularity. Figure 2.6 shows a qualitatively expected
behavior of ξ and χ as a function of temperature T or energy density ε of the
system. Basically, ξ and χ are expected to smoothly decrease as power law with
increasing T or ε as described in Equation (2.12) and Equation (2.14) in T ≫ Tc,
respectively. Therefore, if no phase boundary is contained in the surveying range,
there is no divergent behavior as shown in solid line of Figure 2.6. However, if
there is transition point in the surveying range, χ and ξ could diverge as shown in
dashed and dotted line in Figure 2.6. Although the χ and ξ in the QCD matter
are expected to decrease as a function of T and ε in T > Tc side, there is no
reason to expect the same values on them over partonic and hadronic matter
phases. In Section 2.4, the concrete analysis method will be explained for the
extraction of χ and ξ from the multiplicity fluctuations.

2.4 Correlation and fluctuation

In this study, the density fluctuation will be discussed by measuring inclusive
charged particle multiplicity distributions as a function of the various pseudora-
pidity η window size of δη. In the region around mid-rapidity used in this analysis,
one can approximate rapidity y by pseudorapidity η for the inclusive charged par-
ticles, since the mean transverse momentum 〈pT 〉 observed in

√
sNN = 200 GeV

collisions is so high (〈pT 〉 = 0.57 GeV/c ≫ mπ) as explained in Section 4.2.

2.4.1 Multiplicity distribution

It is known that the charged particle multiplicity distributions in hadronic pro-
cesses are well described by the Negative Binomial Distribution (NBD) [61] em-
pirically and it is confirmed in p (p̄) + p [62], A + A [63] collisions and even
in e+e− annihilations [64] as shown in Figure 2.7 through Figure 2.9. The
distribution is expressed as

P (n) =
Γ(n+ k)

Γ(n+ 1)Γ(k)

(µ/k)n

(1 + µ/k)n+k
(2.15)
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Figure 2.7: Charged particle multiplicity distributions in p̄ + p collisions at√
s = 540 GeV and NBD fits (solid line) [62]. Pseudorapidity intervals ηc are

indicated inside the figure.

Figure 2.8: Charged particle multiplicity distributions in central O + Cu colli-
sions at 14.6 A GeV/c and NBD fits (solid line) [63]. Markers inside the figure
correspond to the differences of pseudorapidity η interval.
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Figure 2.9: Charged particle multiplicity distributions in hadronic Z0 decays at
e+ + e− annihilations for various rapidity gaps |y| [64]. a) |y| < 0.5, b) |y| < 1.0,
c) |y| < 1.5, d) |y| < 2.0. Markers inside the figures correspond to the number of
required jets. Solid lines indicate the NBD fits.

where µ is the mean of the distribution i.e. µ = 〈n〉, and k corresponds to the
difference between its width and that of a Poisson with that mean.

Poissonian : P (n) = e−µµn/Γ(n− 1). (2.16)

BED : P (n) = µn/(1 + µ)n+1. (2.17)

Thus the NBD coincides with the Poisson distribution in Equation (2.16) and
the Bose-Einstein distribution (BED) in Equation (2.17), in the case of k = ∞
and k = 1, respectively. It should be notified that in all cases of above distribu-
tions, gamma functions are used instead of factorial functions for the statistical
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data analysis. This is proven by using generating function [65] and familiar in
Quantum Optics, but one can easily understand by looking the relation between
the k parameter and standard deviation σ of the NBD,

σ2

µ2
=

1

µ
+

1

k
. (2.18)

This is the reason why NBD is called as the generalized Bose-Einstein distribu-
tion. Hence multiple BED are convoluted in NBD and the multiplicity of BED
is expressed by the k parameter.

Here, considering the normalized factorial moment (NFM) with respect to a
distribution is convenient to figure out the property of the multiplicity distribu-
tion [66–69]. The q-th order NFM (Fq), which is defined as

Fq ≡
〈n(n− 1) · · · (n− q + 1)〉

〈n〉q , (2.19)

represents the strength of correlations among q particles. The second order NFM
can be deformed with the standard deviation σ2 ≡ 〈n2〉 − 〈n〉2 as

F2 =
〈n(n− 1)〉

〈n〉2 =
〈n2〉 − 〈n〉

〈n〉2 =
σ2 + 〈n〉2 − 〈n〉

〈n〉2

= 1 +
σ2

µ2
− 1

µ
. (2.20)

As a bottom line, the relation between F2 and NBD k can be obtained with
Equation (2.18) as

k−1 = F2 − 1. (2.21)

Thus the inverse of k parameter in NBD, which corresponds to called as cumulant
moment [70, 71] of the second order, directly reflects the degree of correlation
between any two particles produced into an experimental window. In other words,
NBD is good approximation for the multiplicity distribution in the case of two
particle correlation is dominant in the distribution. This is why the multiplicity
distribution is agree with NBD in the past high energy experiments.

2.4.2 Extraction of correlation

At the first setout, the normalized factorial moment (NFM) is transformed for
the purpose of extractions of density correlation from multiplicity fluctuations by
introducing q particle density ρq in the given pseudo rapidity window size δη as

Fq(δη) ≡ 1

M

M
∑

m=1

〈nm(nm − 1) · · · (nm − q + 1)〉
〈nm〉q
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=
1

M

M
∑

m=1

∫ δη ρq(η1, · · ·, ηq)Π
q
i=1dηi

(
∫ δη ρ(η)dη)q

=
1

M

M
∑

m=1

∫ δη ρq(η1, · · ·, ηq)Π
q
i=1dηi

(ρ̄m)q
, (2.22)

where the full pseudo rapidity interval ∆Y is divided into M equal bins i.e. ∆Y =
Mδη. Using this bin divided F2(δη), the mathematical connection between
the F2(δη) and the two particle correlation function C2 [72–74] can be expressed
as

F2(δη) =
〈n(n− 1)〉

〈n〉2 =

∫∫ δη ρ2(η1, η2)dη1dη2

{∫ δη ρ1(η)dη}2

=
1

(δη)2

∫∫ δη C2(η1, η2) + ρ1(η1)ρ1(η2)dη1dη2

ρ̄1
2

=
1

(δη)2

∫ ∫ δη C2(η1, η2)

ρ̄1
2

dη1dη2 + 1 (2.23)

where n is the number of produced particles and δη is the pseudorapidity window
size inside which the multiplicities are measured. In Equation (2.23) one and two
particle inclusive multiplicity densities ρ1 and ρ2 will be introduced based on
the inclusive differential cross section relative to the total inelastic cross section
σinelastic [61] as follows

1

σinelastic
dσ = ρ1(η)dη,

1

σinelastic
d2σ = ρ2(η1, η2)dη1dη2. (2.24)

Here ρ̄1 is the average density per unit length within δη which is defined as

ρ̄1 =
1

δη

∫ δη

ρ1(η)dη. (2.25)

With these densities, the two particle density correlation function is defined as

C2(η1, η2) ≡ ρ2(η1, η2) − ρ1(η1)ρ1(η2). (2.26)

Instead of measuring C2 or F2 directly, in this analysis the NBD k parameter as a
measure of particle correlations over η are extracted. This is partly for historical
reasons [63], but also because, as shown in Section 4.4, the measured k can be
corrected for the detector imperfections in a very robust way by using a statistical
property of NBD, while the same correction made at the level of F2 would require
additional information on the parent distribution.
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The normalized two particle correlation function C2 in the experiment can be
parametrized based on the one dimensional functional form obtained in the GL
framework (see Equation (2.11)) as

C2(η1, η2)

ρ̄1
2

= αe−|η1−η2|/ξ + β, (2.27)

where ρ̄1 is proportional to the mean multiplicity, and the scale factor α is the
strength of the correlations at the zero separation. The constant term β arises
from any kind of experimental and physical correlations which are independent of
the pseudorapidity separation, such as the residual effect on the finite resolution
for event characterizations in heavy ion collisions. One has to take into account
the fact that the damping behavior in Equation (2.11) is caused only by the
spatial inhomogeneity of the system at a fixed temperature. In realistic heavy
ion collisions and event samples, there is no single relevant temperature.

Finally, the relation between the NBD k parameter and the pseudorapidity
window size δη can be obtained by the substitution of Equation (2.27) into Equa-
tion (2.23) and the integration over the range 0 < η1 < δη and 0 < η2 < δη as

k−1(δη) = F2 − 1 =
2αξ2(δη/ξ − 1 + e−δη/ξ)

δη2
+ β. (2.28)

In the limit of ξ ≪ δη, Equation (2.28) can be approximated as

k(δη) =
1

2αξ/δη + β
(ξ ≪ δη), (2.29)

where experimentally it can not be resolved α and ξ separately, but the product
αξ can be directly determined. The product is related to the susceptibility in
the long wavelength limit, χk=0 ∝ |T − Tc|−1 for a given temperature T based on
Equation (2.14). Combined with the parametrization in Equation (2.27), the αξ
product should then follow

αξ ∝ ρ̄1
−2 1

|1 − Tc/T |
. (2.30)

Since ρ̄1 can be expected as a monotonic function of T in the limit of T far from
Tc, αξ should vary monotonically as a function of T . However, if T approaches
Tc, the αξ product will show a singular behavior. Therefore, any non-monotonic
increase of αξ could be an indication of T ∼ Tc near a critical point. If the
experimental bias term β is excluded in Equation (2.29), the slope in k vs. δη
thus contains crucial information on the phase transition.

It is worth mentioning that in this method, correlations on scales even smaller
than the minimum δη window can be meaningfully discussed based on the differ-
ences of the NBD k as a function of δη window sizes, since the correlations are
always integrated from the limit of the detector resolution to δη window size.
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Experimental setup

3.1 Relativistic heavy ion collider (RHIC)

The relativistic heavy ion collider (RHIC), which is started the operation in 2000,
at Brookhaven National Laboratory is the world first collider that can accelerate
heavy ions such as gold ion to one hundred GeV/c order of the beam momentum.
The heavy ion sources are made at the Tandem Van de Graaff facility. The
facility consists of two 15 million volt electrostatic accelerators. It can provide
more than 40 different types of ion beams. The produced heavy ions are sent
to the Booster synchrotron and accumulated to increase the beam intensity, and
then the beam is injected to the Alternating Gradient Synchrotron (AGS). At the
AGS, the heavy ion beam is further accelerated to 9 GeV/c to inject the RHIC
ring. After the injection to the RHIC ring, the beam is finally accelerated to the
maximum energy of 100 GeV/c.

The RHIC ring has 3.82 km length of two beam pipes, which is arranged to
accelerate the beam in the opposite direction each other. The beam in each ring
can be collided at 6 collision points. Since at the maximum 120 beam bunch can
be stored at the same time, its designed luminosity corresponds to 2×1026cm−2s−2

for gold ions. Figure 3.1 shows the path of the heavy ion beam from the Tandem
Van de Graaff facility to the RHIC.

3.2 PHENIX detector overview

The Pioneering High Energy Nuclear Interaction eXperiment (PHENIX) is one
of the four experiments operating at RHIC [40]. The detector of PHENIX is a
multi purpose detector, which is constructed to address for the measurements of
a lot of possible observables in the heavy ion physics and spin physics. Therefore,
the PHENIX detector consists of more than 15 sub systems. Figure 3.2 shows
the schematic view of PHENIX detector.

The PHENIX sub systems can be categorized as follows. The first category is

27
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Figure 3.1: Schematic diagram for path of heavy ion beam at RHIC.

the global detectors, which are placed at the forward region from the intersecting
point of nucleus beams for the purpose of beam measurements and triggers of
nucleus-nucleus collision. There are two types of detectors named as the zero de-
gree calorimeter (ZDC) and the beam-beam counter (BBC) [75]. The ZDC and
BBC are designed to measure the number of spectator neutrons in the collid-
ing nucleus and particles from the collision participant, respectively. A detailed
descriptions of the global detectors can be found in Section 3.3.

The second category is the central arm spectrometer for the measurement of
produced particles by the nucleus-nucleus collisions at the midrapidity region.
The PHENIX detector has two central spectrometer arms, denoted as East and
West. Each central arm covers the pseudorapidity range |η| < 0.35 and sub-
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Figure 3.2: Schematic view of PHENIX detector.

tends an azimuthal angle range ∆φ of π/2 around the beam axis (z direction).
The nominal integrated magnetic field of 0.7 T·m can be applied for the gap
region between the beam pipe and the central arm spectrometer by the central
magnet system (CM) [76]. It enables the momentum measurement of charged
particles and particle identifications (PID) with the following tracking detec-
tors and PID detectors. A drift chamber (DC) and multi wire chambers with
pad readout (PC) [77] are used for the charged particle tracking and momentum
measurement. The particle identification with respect to the charged hadrons can
be done by the time of flight counter in wide momentum range [78]. At the end
of the central arm spectrometer, two type of electro magnetic calorimeter (EM-
Cal) [79] are placed to observe neutral particles and for the energy measurement
of neutral and charged particles. Details of these detectors will be explained in
Section 3.4. There are the other types of PID detectors in the central arm spec-
trometer. Electrons and positrons are identified by the ring imaging Čerenkov
counter (RICH) [78]. The time expansion chamber (TEC) is placed at the back-
ward of RICH from the beam pipe for the purpose of high pT electron positron
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identifications by using the energy loss information (dE/dx). Since this analysis
only focuses on the inclusive charged particles, mainly charged hadron, the RICH
and TEC were not used. Figure 3.3 shows the layout of these detectors above.
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Figure 3.3: PHENIX detector layout in beam view (top) and side view (bottom).
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The final category of the subsystems is the data acquisition system and online
trigger system as described in Section 3.5. One can find detailed descriptions
in [80, 81].

The detector subsystems relevant for this analysis will be briefly summarized
below. The Au + Au minimum bias trigger and collision centrality were provided
by combining information from both BBC and ZDC. The collision vertex point in
each event, which is measured by BBC, is used not only for the charged particle
tracking but also for the purpose of event selections due to the fiducial volume of
the central arm spectrometer. The tracks of charged particles are measured by
the DC by requiring the two PC (PC1 and PC3) hit association in the East arm.
Cluster positions in EMCal made by charged particles are partly used for the
selection of charged tracks to optimize the several parameters, which are related
with track associations. The EMCal is also used for the measurement of total
transverse energy ET in each collision centrality. Since this analysis has been
done at the condition of no magnetic filed to enhance the low pT statistics of the
inclusive charged particles as described in Section 4.2.2, CM and PID detectors
are not used directly. However, the measured pT spectra of charged hadrons by
using those detectors are used for the estimation of background contributions in
this analysis.

3.3 Global detectors

PHENIX has two types of global detectors, which are placed at the forward region
at the intersection point of the nucleus beams provided from RHIC, for the pur-
pose of collision triggers and determinations of event characterization. One is the
zero degree calorimeter (ZDC) and the other is the beam-beam Counter (BBC).
Both BBC and ZDC have the same type of front-end electronics (FEM) mod-
ules for their readout. The FEM consists of discriminators, shaping amplifiers,
time-to-voltage converters (TVC) and flash ADC’s (FADC). The time and pulse
height information are digitized at the FEM’s, and the digitized values are stored
in digital buffer memories for the time of 40 beam bunch crossings to wait for the
event trigger decisions. The basic specifications of them are introduced in this
section, and their actual performances will be explained in Section 4.1.

3.3.1 Zero degree calorimeter (ZDC)

The zero degree calorimeter (ZDC) [82] in the PHENIX detector is a pair of
hadron calorimeters that are placed at a distance of 18.25 m from the intersec-
tion point of nucleus beams. Figure 3.4 shows a schematic layout of the ZDC, (A)
and (B) correspond to the top view and the view along with the beam direction,
respectively. Since the ZDC is mounted on the backward of the bending mag-
net between two RHIC beam pipes, almost of the charged particles produced by
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Figure 3.4: Schematic view of the ZDC layout for the top view (A) and the view
along with the beam direction (B).

nucleus-nucleus collisions are swept out before the ZDC. The ZDC is composed
of the tungsten absorber and layers of optical fibers to collect Čerenkov light,
and its dynamic range of energy deposits is optimized for the neutron response
i.e. it is adjusted by the single neutron peak. Therefore, the signal can be used
for the minimum bias level 1 collision trigger by requiring the coincidence hits of
both side of the ZDC without the beam-gas background events, where beam-gas
background means collisions between the nucleus in the beam and residual gases
in the RHIC beam pipe. A method of the estimation of the trigger efficiency used
in this analysis will be explained in Section 4.1.2. In fact, the ZDC can count the
number of spectator neutrons in nucleus, which are not come from the nucleus-
nucleus inelastic collision. Combined with the information from the beam-beam
Counter (see Section 3.3.2), event characters of heavy ion collisions related with
impact parameter is determined. More details of the collision centrality measure-
ment will be described in Section 4.1.3.
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3.3.2 Beam-beam counter (BBC)

The beam-beam counter (BBC) [75, 83], which is one of the timing detectors in
PHENIX, plays several roles to provide basic information of the nucleus-nucleus
collisions. The first role is to provide the minimum bias trigger of the collisions,
second one is the determination of the collision centrality. The vertex point of
the nucleus-nucleus collision in beam direction Vz and its collision timing T0 can
be derived by the hit timing information of the BBC. The Vz is used for the track
association of the charged particles, which is reconstructed by the central arm
tracking detector (see Section 3.4.1). The T0 value is used for the start timing of
the time of flight measurement of the charged particle with the PHENIX time of
flight counter (see Section 3.4.3). In this section, the method of the derivation
of event information from the measured values is described with explanations of
the BBC components.

The pair of BBC’s is placed at a distance of 1.44 m from the nominal inter-
section point of the nucleus beam along with the beam axis i.e. forward and
backward regions. One is called as North side of the BBC and the other is called
as South side of the BBC. The pseudorapidity (η) coverage and acceptance in
azimuth (φ) corresponds to 3.1 < |η| < 4.1 and 2 π rad, respectively. Each
BBC assembly has 64 elements consisting three cm quartz Čerenkov radiator
and photo multiplier tube (PMT). Figure 3.5 shows the mount position of the
BBC in PHENIX and its element. Since the BBC is placed at the position within
the magnetic field, a mesh dynode PMT is chosen to be made less subject to the
amplification of signals [83]. The Čerenkov quartz radiator is adopted to achieve
a good timing resolution, because the coincidence hits information are used for
the level 1 trigger. The intrinsic timing resolution is known as ∼ 40 psec by
the test beam experiment [83]. The method to make the minimum bias trigger
and haw to estimate the trigger efficiency will be explained in Section 4.1.2. The
actual dynamic range of the charge measurement in each element of the BBC
is adjusted to be able to measure at maximum 30 incident minimum ionizing
particles. Therefore, in total ∼ 4,000 particles from a nucleus-nucleus inelastic
collision can be measured by the BBC. Using this information the collision cen-
trality is determined with count of spectator neutrons measured by the ZDC as
described in Section 4.1.3.

The vertex point Vz and collision timing T0 can be calculated by the average
hit timing over all elements in each side as follows

Vz =
TS − TN

2
· c,

T0 =
TS + TN − 2L/c

2
, (3.1)

where TS and TN corresponds to the average hit timing in South and North side,
respectively. L is the distance between the two BBC sides. This primary colli-
sion point Vz is used for the charged particle tracking with central arm tracking
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Figure 3.5: (a) One of the BBC elements consisting a mesh dynode PMT with
three cm quartz radiator. (b) The BBC assembly has 64 elements. (c) The BBC
is mounted on the PHENIX detector surrounding the RHIC beam pipe.

detectors (see Section 3.4.1). The resolution of Vz corresponds to 0.5 cm at the
central Au + Au collisions at

√
sNN = 200 GeV, which was evaluated by the

collision data [75]. The longitudinal size of beam bunch at RHIC Au + Au col-
lisions is designed to be 25 cm RMS. However, there is a finite fiducial range for
the collision vertex in beam direction for the central arm spectrometer. For this
reason, a finite range of acceptable Vz is also set for the level 1 trigger. The T0

value is used as the start timing of the time of flight measurement as described
in Section 3.4.3. The resolution of T0 corresponds to 20 psec in the case of the
central Au + Au collisions

√
sNN = 200 GeV.

3.4 Central arm spectrometer

Several detectors in PHENIX central arm spectrometer, which is used in this
analysis, are focused on in this section. This section is organized as follows;
tracking detectors for charged particles are described in Section 3.4.1 and 3.4.2,
a detector for charged hadron identification is explained in Section 3.4.3 and
a electro-magnetic calorimeter for the total transverse energy measurement at
midrapidity is introduced in Section 3.4.4.
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3.4.1 Drift chamber (DC)

The PHENIX drift chambers (DC) [77] are placed in the region from 2 to 2.4 m
from the beam axis (z direction) and 2 m along the z direction as shown in Fig-
ure 3.3. Figure 3.6 shows the construction of the DC frame. Each DC measures

R
 = 2.02 m

90
o

R = 2.46 m

2.
5 

m

Ti  frame

mylar  window

Figure 3.6: Construction of DC frame.

charged particle trajectories in the r - φ direction to determine the transverse
momentum pT of each particle. The single wire resolution is designed to better
than 150 µm and 2 mm in r - φ and z direction, respectively. Two tracks can be
separated whose distance at the reference plane is greater than 1.5 mm by the
single wire with 99% efficiency.

The DC frame is divided in 20 equal sectors. Each sector has six types of
wire modules named as X1, U1, V1, X2, U2 and V2. Figure 3.7 shows the layout
of these wires in one sector. The X1 and X2 wires run in parallel to the beam
axis to determine the azimuthal angle of charged particles. Since U1, V1, U2



36 CHAPTER 3. EXPERIMENTAL SETUP
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Figure 3.7: DC wire components. The layout of the wire position for one sector
inside the anode plane (left). The schematic diagram of wires in top view (right).

and V2 wires are for the pattern recognition of the tracks and to measure the z
coordinate, they have stereo angle of 6◦ relative to the X wires.

The charged tracks selected in this analysis are reconstructed by all type of the
DC wires. The DC track resolution of 2 mm in the z direction at a reference radius
of 220 cm from the beam axis corresponds to 1.0 × 10−3 in η. The resolution in
φ is 1 mrad, but the maximum drift length in DC corresponds to 0.012 rad. In
this analysis, the two track separation cut for the rejection of fake tracks at the
circumstance of high multiplicity is optimized based on these parameters.

3.4.2 Pad chamber (PC)

The PHENIX pad chamber (PC) is a cluster of multi wire proportional chambers.
The PC consists of three layers depending on their positions in r direction. The
purpose of the PC is pattern recognitions in charged particle tracking with DC
vectors and determinations of the location of z coordinate for the tracks. There
are three layers in the West arm but only two layers in the East arm as shown in
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Figure 3.8: The PC pixel geometry (left). A cell defined by three pixels (right).

Figure 3.3. Since selected tracks in this analysis are measured by the East arm,
only two layers are used in this analysis. The used layers are named as PC1 and
PC3 placed at 2.5 m and 5 m from the beam axis, respectively.

A special pad design was invented to bring down the cost. Each layer contains
a single plane of wires inside a gas volume bounded by two cathode planes.
One cathode is finely segmented into an array of pixels. Figure 3.8 shows the
geometrical configuration of the pixels. Each cell contains three pixels and an
avalanche must be sensed by all three pixels to form a valid hit in the cell, and nine
pixels are connected to a common readout channel. However, the hit information
can be broken down by the requirement of identifying pattern of triplets of the
pixels.

The PC1 and PC3 have the same solid angle each other, and these pixel sizes
are 8.4 mm and 14.7 mm, respectively. These pixel sizes are greater than the
requirement of two-track separation cuts used in this analysis as described in
Section 4.2.1, and these resolutions are 1.7 mm and 3.6 mm for PC1 and PC3
respectively in z direction, and these values also correspond to 1.0 × 10−3 in η.

3.4.3 Time of flight counter (TOF)

One of the basic observables to examine the property of the QCD matter by
produced particles in the heavy ion collisions is transverse momentum spectrum
with particle identification. The particle identification for the charged hadrons
in PHENIX has been done [84, 85] by the combined information from the track-
ing detectors and timing detectors. The tracking detectors (see Section 3.4.1
and 3.4.2) provide the particle trajectory and momentum information for each
charged particle. Time of flight information for each track can be measured as the
time difference between the BBC (see Section 3.3.2) start timing, and stop timing
measured by the PHENIX time of flight counter (TOF). Using those information,
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mass square value for each particle species can be derived as

m2 =
p2

c2





(

tTOF

L/c

)2

− 1



 , (3.2)

where p is the momentum, tTOF is the time of flight and L is a flight path length.

The TOF [78] is designed to have the timing resolution of ∼ 85 psec to achieve
pion/kaon and kaon/proton separation up to 2.4 GeV/c and 4.0 GeV/c with 4σ,
respectively. It is placed at a distance of 5.1 m from the collision vertex, in be-
tween the Pad Chamber (see 3.4.2) and the Electro-magnetic Calorimeter (see
3.4.4) in the East arm of the PHENIX. The geometrical acceptance corresponds
to 70◦ ≤ θ ≤ 110◦ in the longitudinal direction and 30◦ in azimuth. The TOF
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Figure 3.9: The TOF panel (left). A panel have 96 segments of plastic scintillator
modules (right).
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counter consists of 10 panels of the TOF walls. One TOF wall, called panel, con-
sists of 96 segments equipped with a plastic scintillator slat and photomultiplier
tube readouts at both ends. The slat is oriented along the r - φ direction and
provides time and longitudinal position information of particles that hit the slat.
Figure 3.9 shows the schematic view of one panel of the TOF counter. In total
10 TOF panels, 960 slats of scintillators and 1920 channels of PMT’s have been
used for the measurement of the time of flight.

3.4.4 Electro-magnetic calorimeter (EMCal)

Figure 3.10: A module of lead scintillator type electro-magnetic calorimeter.

The primary role of the PHENIX electro-magnetic calorimeter (EMCal) [79]
is to provide measurements of energies and spatial positions of photons and elec-
trons produced in the heavy ion collisions. The measurements of the neutral pion
production cross section have been done with the π0 → 2γ decay channel mea-
sured by this EMCal system [86]. Although the charged hadron identification is
available only up to 4 GeV/c in the transverse momentum by the TOF counter,
the results of pT distribution of π0 enable us to discuss behaviors of the hadron
productions in high pT regions greater than 4 GeV/c.

There are two kinds of calorimeters in the PHENIX detector. One is a shash-
lik type lead scintillator sampling calorimeter (PbSc) [87] and the other is a
Čerenkov lead glass calorimeter (PbGl). Six PbSc sectors and two PbGl sectors
have been installed and each sector covers 1/8 π rad in azimuth. They cover
the same acceptance as tracking detectors in PHENIX central arms as shown in
Figure 3.3. The total ET measurement [35] have been done by using the PbSc
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type calorimeter, which can be used for the event characterization in heavy ion
collisions as described in Section 4.1.4. Therefore, the specifications of this PbSc
type EMCal is explained in this section. A sector of PbSc is composed of 18 super
modules and it covers a 2 m × 4 m plane area approximately which includes 108
PbSc super modules in total. Since a super module has 12 × 12 readout channels
by the PMT, there are 15552 PbSc readout channels in total. Figure 3.10 shows
the schematic view of a PbSc module, which has four readout channels. The
PbSc calorimeter has a nominal energy resolution of 8.1%

√
E GeV ⊕ 2.1% and

an intrinsic timing resolution better than 200 ps for electro-magnetic showers.

3.5 Data acquisition system (DAQ)

The interaction rate at design luminosity of RHIC varies from a few kHz for
Au + Au central collisions to approximately 500 kHz for minimum bias p + p
collisions. The PHNEIX data acquisition system (DAQ) [80] was designed to ac-
commodate improvements in the design luminosity. The DAQ consists of several
types of electronics modules. Since all of them are pipelined and synchronized
with the RHIC beam clock, the system has deadtimeless features. Figure 3.11
shows the connections between all modules and detectors.

Figure 3.12 shows the block diagram of the PHENIX timing system. The
RHIC beam clocks are distributed to the PHENIX detector system via optical
serial links through a VME board called the v124 broad in the PHENIX count-
ing house. We can set the global timing delay from the RHIC clock to all of
the PHENIX subsystems to adjust the collision timing at this board. The ad-
justed clock are transferred to the Master Timing Modules (MTM). The MTM
has two roles as follows. One is to provide the clock to the Granule Timing
Module (GTM), which is allocated for each detector subsystem and the trigger
system to absorb the difference of timing offsets among the subsystems and send
the clock to the Front End Module (FEM). The clocks are converted from a 20 bit
parallel stream being clocked at 9.4 MHz of RHIC clock rate up to 4 times the
beam clock rate and then serialized into a 900 MHz stream at the GTM. Second
is to provide the Global level-1 trigger (GL1) decisions synchronized with the
clock. The definition of the minimum bias trigger at the GL1 for the Au + Au
collisions and its trigger efficiency are explained in Section 4.1.2.

The analog data taken by each detector are transferred by cables to the FEM,
which is located near the detectors in the beam intersecting region. The trans-
ferred data are buffered in each FEM for the time of 40 beam bunch crossings to
wait for the decision of GL1, where the beam crossing rate corresponds to 106 ns
at RHIC. There are two different types of buffering methods, one is buffering
the digitized data in each beam crossing, and the other is buffering the analog
data from detector in Analog Memory Unit (AMU) and then digitized when it
received the trigger decision. The ZDC, BBC, DC, PC and TEC adopt former



3.5. DATA ACQUISITION SYSTEM (DAQ) 41

type. The TOF, RICH and EMCal adopt the later type of the buffering method.
Figure 3.13 shows the block diagram for a typical FEM with AMU. What kind
of data are buffered e.g. pulse height and timing, depends on the purpose of each
detectors and more detailed descriptions are elsewhere in [40].

The triggered data are transferred to the Data Collection Modules (DCM) via
the optical fiber. The maximum average level-1 trigger (LVL1) rate is 25 KHz and
the RHIC beam crossing clock runs at 9.4 MHz. At the maximum LVL1 trigger
rate, the FEM’s send over 100 GBytes of data per second. The DCM are designed
to receive this large uncompressed event fragment data volume. Firstly, the DCM
provide data buffering up to five LVL1 events, and perform zero suppression for
all detector subsystems. At the same time, the data are performed error checking
and formatting. The formatted data are compressed and send to the PHENIX
Event Builder (EvB).

The two primary functions of the PHENIX EvB are to perform the final stage
of event assembly in the PHENIX DAQ and to provide an environment in which
level-2 (LVL2) trigger processing is performed. The EvB receives many parallel
data streams from the PHENIX DCM’s. The fragments from each data stream

Figure 3.11: Schematic diagram of the PHENIX data stream.
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Figure 3.12: Block diagram of the PHENIX timing system.

Figure 3.13: Block diagram of the typical FEM with AMU.
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are assembled into complete events and performed LVL2 trigger processing on
the events. The accepted events are transmitted to the PHENIX Online Control
System (ONCS) for logging and distribution to monitoring processes. Figure 3.14
shows the block diagram of PHENIX EvB. The fragmented data in each subsys-
tems are once stored to sub event buffer (SEB), and they are distributed by the
Asynchronous Transfer Mode (ATM) technology to the Assembly/Trigger Pro-
cessors. In the case of Au + Au collisions, the total data size of the event is
all different depending on the collision centrality and the number of produced
particles. Therefore, the order of event in real time dose not correspond to the
order in the data file by this parallel processing. The performance of the baseline
EvB were to process events at an input rate of 12.5 kHz and to handle aggregate
data rates as high as 500 MByte/s.

Figure 3.14: Block diagram of PHENIX Event builder.
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Analysis

4.1 Event selections

4.1.1 Data set

This analysis was performed using a data set collected by the PHENIX detec-
tor during the run period of gold ion beam operation with 100 GeV/c beam
momentum per nucleons from 2001 to 2002. Figure 4.1 shows the integrated
luminosity delivered by RHIC as a function of days in the run period. In this
period, 24 µb−1 were collected at the PHENIX experiment out of the delivered
integrated machine luminosity of 85 µb−1. The data were collected by the mini-
mum bias trigger selections as described in Section 4.1.2 with no magnetic filed
condition for the PHENIX central arm tracking detectors (see Section 4.2.1).
This trigger condition includes the collision vertex cuts of 30 cm from the cen-
ter of the PHENIX detector. Out of this data set, this analysis was targeted in
total 1.5 million events. These event samples were imposed to pass the rigorous
data quality assurance with respect to the detector stability as described in the
Section 4.1.5.

4.1.2 Trigger selection

The heavy ion physics aims to investigate the production of the QGP by colliding
many nucleons as much as possible at high energy. Therefore, estimations of the
minimum bias collision trigger efficiency for the total inelastic cross section in
the nucleus-nucleus collision is one of the most important issues, because almost
of physics results focus on the event characteristics as compared to the single
nucleon collisions i.e. (p̄)p+ p interactions.

The minimum bias collision trigger used in this analysis was made by referring
the two forward global detector’s information from the BBC and ZDC, and the
global level 1 electric logic board. The definition of the minimum bias event to
take the data demands coincident hits of two PMT’s for each side of the BBC

44
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Figure 4.1: Integrated luminosity delivered by RHIC as a function of days. The
RHIC was operated with gold ion beam in this term. The beam momentum is
66 GeV/c (left) per nucleons in 2000 and 100 GeV/c (right) per nucleons from
2001 to 2002. Markers correspond to delivered luminosity for four experiments
indicated in the legend.

and coincident hits of single neutron energy deposit for each side of the ZDC
within beam bunch crossing time. The sides correspond to the forward and
backward from collision vertex along with the beam axis. The BBC measures
relativistic charged particles from participating nucleons in a Au + Au collision,
and the ZDC measures the spectator neutrons, which are not participating to
the Au + Au interaction. Therefore, these two detectors take complementary
roles to detect Au + Au collisions. It was also required that information of
collision vertex positions in the minimum bias trigger definition is to optimize
the acceptance of the central arm tracking detectors. In this analysis, a collision
vertex cut of z < ± 5 cm was applied on the event selections at the offline
data analysis. It is to avoid discrepancies on the geometrical acceptance of the
PHENIX central arm in event-by-event basis. Total 256 k events in Au + Au
collisions at

√
sNN = 200 GeV were used to obtain the final results.

The flow to make trigger decisions is explained as follows. The hit time in
each PMT of the BBC is digitized in the front-end electronics module (FEM) and
sent to the BBC local level 1 (BBCLL1) electric logic board with bit reductions
for the fast judgment of the BBCLL1 trigger decision. The valid range of the hit
time and the time offset for each PMT are applied to the FEM a priori. In the
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BBCLL1 logic board, the number of hit PMT’s and collision vertex positions are
calculated from the reduced bit time information, and then it is sent to the global
level 1 board. In the global level 1 broad, using the predefined valid range of the
collision vertex and the number of hit PMT’s of the BBC i.e. two coincident hits
in each side, the minimum bias trigger is made associated with ZDC coincidence
hits for each side. The trigger decisions are sent to the other subsystems to take
the data for the buffered data in each FEM.

The trigger efficiency of the BBCLL1 with respect to the total inelastic cross
section of Au + Au collisions was estimated by the GEANT [88] based Monte
Carlo simulation with respect to HIJING 1.35 [89] event generator input. In the
GEANT based MC simulation, all material information of the PHENIX detector
system are implemented to reflect the effects of realistic particle interactions.
The realistic BBC responses are applied with calibration constants obtained by
the collision data to reproduce the digitized value, for instance, charge and time
distributions and the threshold values for each PMT. An software, which is to
emulate the BBCLL1 logic board, is applied to reproduce the digitized values to
estimate the effects on the bit reduction and the online z vertex cut. According
to the simulation, the trigger efficiency of the BBCLL1 for the valid range of z
vertex is defined as

εBBCLL1 ≡
∫ z

−z
ε(z) · w(z)dz, (4.1)

where the efficiency ε(z) as an input-output ratio and weight w(z) for the z vertex
distribution in each z vertex position are defined as

ε(z) ≡ N(on & off)(zrec)

Ninp(ztrue)
,

w(z) ≡ 1/Ninp(ztrue)
∫ z
−z 1/Ninp(ztrue)dz

, (4.2)

respectively. N(on & off) is the number of reconstructed events by applying the
online and offline z vertex cut. The online z vertex cut in the BBCLL1 board
corresponds to 75 cm, and the offline z vertex cut in the reconstructed z is 30 cm
for the offline analysis. Ninp means the number of generated events within the
generated z vertex position. Figure 4.2 shows the obtained BBC trigger efficiency
as a function of reconstructed z vertex positions. Several things have to be taken
into account here for the systematic error estimations in this method. Although
the number of produced particles as an input is adjusted to the measured value,
this method depends on the model of the event generator e.g. particle composition
and momentum distributions of produced particles. Furthermore, the obtained
trigger efficiency depends on the vertex distributions itself. As an instrumental
ambiguity, variations of applied threshold values for each FEM channel should
be reflected to the trigger efficiency. Combining all ambiguities mentioned above,
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Figure 4.2: Trigger efficiency of BBC local level 1 trigger as a function of z vertex
measured by BBC. This trigger efficiency is defined for the offline analysis. Solid
lines (|z| = 75 cm) and dashed lines (|z| = 30 cm) correspond to online and offline
vertex cuts, respectively.

the BBC trigger efficiency for the selected trigger condition is finally obtained as

εBBCLL1 = 92.3% ± 0.4% (statistical error) ± 1.6% (systematic error). (4.3)

The trigger efficiency of ZDC is estimated by the relative trigger rate with
respect to the BBC triggered events represented as

R =
NBBCLL1 & NZDCNS

NBBCLL1
, (4.4)

where NZDCNS is the number of events with coincident hits in the North and
South ZDC sides. Figure 4.3 shows a transit of the relative trigger rate, which is
obtained by requiring the BBC offline z vertex cut of 30 cm, for a sampled period.
The average value of the rate was obtained by the 97.5%. The dropping to the
lower value is due to the increase of background events e.g. beam-gas collision
and beam halos. The BBCLL1 trigger rate as the denominator in Equation (4.4)
is increased by the increase of the accidental coincidence hits in this case. Since
40% of BBCLL1 triggered events withouout ZDCNS triggered events correspond
to the ZDC inefficiency, eventually, the ZDC trigger efficiency with respect to the
BBCLL1 can be obtained as

ε(ZDCNS | BBCLL1) = 99.0% + 1.0% − 1.6% (systematic error). (4.5)
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Figure 4.3: Relative counts of the ZDC triggered events with respect to the
BBCLL1 triggered events as a function of the run number. The horizontal solid
line corresponds to 97.5%.

Finally, the minimum bias collision trigger efficiency for the total inelastic
cross section in Au + Au collision at

√
sNN = 200 GeV in this trigger selection

can be obtained by Equation (4.3) and Equation (4.5) as

ε(BBCLL1 & ZDCNS) = εBBCLL1 × ε(ZDCNS | BBCLL1)

= 91.4% + 2.5% − 3.0% (systematic error), (4.6)

with all of the systematic errors explained so far.

4.1.3 Collision centrality and number of participant nu-
cleons

A +A collisions have event-by-event characteristics for the particle productions
depending on the impact parameter in each event. The parameter is defined by
the distance between the center of two colliding nuclei as shown in Figure 4.4. The
basic idea to classify the event characteristics is based on a simple geometrical
picture named as Glauber model [9]. In this model, nucleons in nucleus which
are distributed as black disks within the finite size of the nucleus are distributed
with the nuclear density profile. The profile is parametrized by a Woods-Saxon
function as a function of the distance from the center of the nucleus r as

ρ(r) = ρ0 ·
1

1 + e(r−R)/a
, (4.7)
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Figure 4.4: Collision geometry of two colliding nuclei. The impact parameter is
defined by the distance between the center of two colliding nuclei.

where R and a corresponds to the diameter of the nucleus and the diffusion
parameter for the outer surface of the nucleus, respectively. A collision for each
nucleon pair in the nucleus takes place if their distance is less than (σNN/π)1/2,
where σNN is the nucleon-nucleon inelastic cross section at the collision energy.
According to this model, the total inelastic cross section with respect to the A+ A
collisions can be calculated by integrating the individual inelastic cross section
over all of possible pairs for a given impact parameter, which can be obtained by a
Monte Carlo (MC) simulation with several ambiguities of the model. In the case
of Au + Au collision at

√
sNN = 200 GeV, the model parameters in Equation (4.7)

correspond to R = 6.38 fm, and a = 0.54 fm [90] and the nucleon-nucleon cross
section σNN = 42 mb as the central value for the MC simulation. Figure 4.5
shows the result of differential Au + Au inelastic cross section dσAu+Au/db at√
sNN = 200 GeV as a function of the impact parameter b obtained by the MC

simulation.
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Figure 4.5: Differential Au + Au inelastic cross section at
√
sNN = 200 GeV as

a function of impact parameter b.

Although the event characteristics in Au + Au collisions are clearly dependent
on the impact parameter b, the direct measurement of the impact parameter is
very difficult such as in the circumstance of collider experiment. Nevertheless, it
can be estimated indirectly as a collision centrality percentile by the multiplicity
or energy measurement for the produced particles, because a monotonic relation
between the impact parameter and total multiplicity or total energy can be ex-
pected owing to the result of the impact parameter dependence of differential
cross section in the Glauber model MC simulation as shown in Figure 4.5. In
the case of the PHENIX experiment, the collision centrality is determined in the
anti-correlation of multiplicity distributions between the two forward detector’s
information (ZDC and BBC) because these two detectors take complementary
role to detect the Au + Au collisions as described in Section 4.1.2. Figure 4.6
shows the reproduced anti-correlation between the normalized energy sum in the
ZDC and charge sum at the BBC obtained by the MC simulation. The energy res-

olution of the ZDC (σE/E = 218%/
√

E/GeV ) is applied, and the charged particle
multiplicity distribution and fluctuation in the BBC are adjusted to calibrated
collision event by the parameters of Negative Binomial Distribution (NBD) for
the MC simulation. Areas filled by the different colors are obtained by choosing
the range of impact parameter so that each event fraction equals 5% out of all
generated events. Since the BBC measures the charged particle multiplicity from
the collision, it is increased with increasing collision centrality. Meanwhile, the
ZDC energy sum decreases with increasing collision centrality because it measures
the deposit energy of neutrons comes from the spectator part of hadronic inter-
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Figure 4.6: BBC charge vs. ZDC energy calculated by a Monte Carlo simulation
based on Glauber model [9]. Areas filled by colors are obtained by choosing
the range of impact parameter so that each event fraction equals 5% out of all
generated events. The solid line indicates the limit of the most peripheral sample
used for this analysis.

action i.e. they do not participated in the Au + Au collisions. This is the reason
why Figure 4.6 indicates the anti-correlation in the region of the BBC charge
sum above around 0.2. For the low central region, which is called as peripheral
collision, the correlation between the BBC and ZDC can be understood as the
dominant effect of mutual Coulomb dissociation [91] in place of hadronic interac-
tion. The number of produced neutrons increases in this collision centrality (BBC
charge sum < 0.1) with increasing the centrality due to the increase of electro-
magnetically dissociated neutrons from both colliding gold ions as compared to
the decrease of neutrons in hadronic process. According to the event classification
based on the impact parameter in Glauber model MC simulation (see Figure 4.6),
the real event samples are separated by the lines from 0.15 in the BBC charge
and 0 in ZDC energy in a radial pattern. Figure 4.7 shows the definition of
the event classification with respect to the collision centrality in the real event
samples with 5% event fraction. The solid line indicates the limit of the most
peripheral event sample used for this analysis, and most right hand side region
tagged as 5% inside the figure corresponds to the most central 5% event samples.

The number of participant nucleons Npart at A + A collisions, which almost
corresponds to the number of colliding nucleons existed interior side of the overlap
region in Figure 4.4, is often used to represent the collision centrality classification
instead of the impact parameter b. This representation is useful in the case that
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Figure 4.7: Definition of collision centrality, BBC charges versus ZDC energy.
Event samples with 5% bin width are plotted from 0 - 5% (central) to 60 -
65% (peripheral). The solid line indicates the limit of the most peripheral sample
used for this analysis.

one wants to compare the events with p(p̄) + p collision events at the same
collision energy. It can be also extracted from the MC simulation in event-
by-event basis and average values of 〈Npart〉 are calculated with respect to the
corresponding centrality classes defined in Figure 4.7. The obtained values are
summarized in Table 4.1.

At the same time, several systematic error sources on the estimation of the
〈Npart〉 in the MC simulation have been taken into account for both ambiguities
originating from the model parameters and adjustment with experimental data
due to the centrality classification as follows. Since the most dominant sources
of the systematic errors are ambiguities on the nucleus-nucleus cross section and
Woods-Saxon parameters, σNN , R and a are varied by 7% from the central values
at maximum in the simulation. In general, nuclei have a hard core component,
it means there is restricted area for the nucleus overlapping around the center
of nucleus. This effects is estimated by changing requirement of minimum dis-
tance between the center of two nucleons at the nucleon-nucleon collisions as
greater than 0.4 fm. Due to the formation of the deuteron by the coalescence
process [92] in the forward region, a fraction of detectable number of neutrons
is reduced compared to the number of spectator neutrons. It is described by
a neutron loss function in the MC simulation and also evaluated for the sys-
tematic error estimation. The assumption of black disk is evaluated by varying
the interaction probability distribution as the following two perspectives. In this
case, the black disk corresponds to 100% necleon-nucleon interaction probability
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Table 4.1: Average of the number of participant nucleon 〈Npart〉 with the im-
pact parameter 〈b〉 for each collision centrality class by the Glauber model MC
simulation.

Centrality class 〈b〉 systematic error 〈Npart〉 systematic error
(%) (fm) of 〈b〉 of 〈Npart〉
0 - 5 2.3 0.1 351.4 2.9
5 - 10 4.1 0.2 299.0 3.8
10 - 15 5.2 0.3 253.9 4.3
15 - 20 6.2 0.2 215.3 5.3
20 - 25 7.0 0.4 181.6 5.6
30 - 35 8.4 0.3 125.7 4.9
35 - 40 9.1 0.4 102.7 4.3
40 - 45 9.7 0.4 82.9 4.3
45 - 50 10.2 0.4 65.9 3.4
50 - 55 10.7 0.4 51.6 3.2
55 - 60 11.2 0.4 39.4 3.5
60 - 65 11.7 0.5 29.8 4.1

independent of the distance between the nucleons. One is using a reduced inter-
action probability (gray disk) by taking the ratio between the total and inelastic
nucleon-nucleon cross section as σinelastic/σtotal. The other is assuming the interac-
tion probability as Gauss distribution depending on the nucleon-nucleon impact
parameter, which is same method as in an event generator FRITOF 7.0 [93].

For the estimation of systematic errors of 〈Npart〉, which depend on the ex-
perimental conditions, following items are considered. The charged particle mul-
tiplicity fluctuation in the BBC are varied to evaluate the smearing effect on the
detector resolutions. Basically, the anti-correlation between the BBC charge and
ZDC energy indicates a linear relation for the central event samples in the MC
simulation. However, Figure 4.7 shows bending behavior due to the saturation
effect of the BBC charge in each PMT for the small fraction of events. In fact,
Figure 4.6 is made by the MC simulation with this artificial saturation effect. It
affects the centrality classification defined by the radial lines as shown in Fig-
ure 4.7. This effect is verified by changing the central point of the radial lines
from 0.5 to 2.0. Since the event classification depends on the event fraction, errors
of the minimum bias trigger efficiency (see Section 4.1.2) affects the difference
of selected event fraction between the MC simulation and real event samples. It
has been considered by changing the value of the trigger efficiency within the
systematic error of it. The statistics of the real event samples also affects the
event classifications. It is evaluated as the systematic error by looking at the
stability of the fraction in the real data samples taken at the different run range.
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Figure 4.8: Summary of the verification on model ambiguities described in the
legend for the systematic error estimation of the 〈Npart〉. Shaded bands indicate
the total systematic errors.

Figure 4.8 shows the summary of the systematic error sources and their values
explained above as a function of the Npart. The total systematic errors for the
〈Npart〉 are obtained by the quadratic sum of all in above sources as shown in
the shaded band in Figure 4.8 and the values are listed in Table 4.1. Finally,
the total inelastic cross section for Au + Au collision at

√
sNN = 200 GeV was

obtained with the systematic error as

σAu+Au = 6847 ± 542 mb. (4.8)

An analysis on the measurement of the density correlations was performed by
using this event sample with the collision centrality classification. Furthermore
detailed event selection criteria, which are related to the charged track reconstruc-
tions and multiplicity fluctuation measurements, will be explained in Section 4.2.

4.1.4 Energy density estimation

One of the methods to characterize events in A + A collisions without aid of
any models like the Glauber model described in Section 4.1.3 is to characterize
the events by the total measured energy for all produced particles. Although
PHENIX does not cover whole the acceptance (4 π) to measure the all produced
particles, the electro-magnetic calorimeter (EMCal [79]) in PHENIX has sufficient
capability to measure the total transverse energy in midrapidity region by the
sampled data in the limited acceptance. The total transverse energy ET is defined
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Figure 4.9: The raw ET distribution in two EMCal sectors measured in Au +Au
collisions at three beam energy described in the legend. The lowest axis corre-
spond to the value of dET/dη for the midrapidity η =0. Distributions of four 5%
centrality bins, which are described in Section 4.1.3, are shown in each plot.

as

ET =
∑

i

Ei sinθi, (4.9)

where θi is polar angle from the beam axis. The sum is taken over all parti-
cles emitted into a fixed solid angle per event. The ET measurement was per-
formed by the PbSc type electro-magnetic calorimeter whose energy resolution is

8.1% /
√

E (GeV)
⊕

2.1% by the test beam electron as described in Section 3.4.4.
Figure 4.9 shows the uncorrected ET distributions in two EMCal sectors mea-
sured in Au +Au collisions at three beam energies of 200 GeV, 130 GeV and
19.6 GeV in

√
sNN [35].

The correction factors for the raw ET values have been obtained by the
GEANT based MC simulation [88] with HIJING [89] inputs, which is tuned
to reproduce the measured data in PHENIX with respect to the particle compo-
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described in the legend. The vertical errors indicate the full systematic errors.

sition. The systematic error on the geometrical acceptance corrections has been
estimated as 2.0% by the MC simulation. At the same time, several study on the
systematic error estimations about the ET measurement for the Au + Au colli-
sions at

√
sNN = 200GeV have been done, and these are summarized as follows.

It is known by the energy calibrations that there is 1.5% uncertaintiy in the ab-
solute energy scale for the electro magnetic particles. Meanwhile, the uncertainty
in the EMCal response for hadrons give the 3% error to the total ET , because
this EMCal is too thin to detect the total energy deposit from hadrons. It is esti-
mated by a comparison of the energy deposit values with respect to the hadrons
between the MC simulation and the test beam data [79]. This comparison was
made by varying momenta of the hadrons. Since this estimation depends on the
input of MC simulation, an additional error of 1.3% comes from the ambiguities
of the particle compositon and momentum distributions. The reconstructed en-
ergy deposit has finite energy loss at the edge of the EMCal detector, because for
each particle reconstructed by a clustering method [87]. The loss is estimated as
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collisions at there energy as indicated in the legend.

1.5% of absolute uncertainty. The total systematic error on the EMCal response
for both electro magnetic particles and hadrons, which is obtained by taking the
quadratic sum in above, corresponds to 3.9%. The systematic errors from back-
ground particles and noise in the detector readout system are estimated as from
0.2% to 6.0% with the real event samples in peripheral collisions by selecting
the events that have no activity in the midrapidity region corresponding to the
EMCal acceptance. Since the EMCal has a finite acceptance, the following two
things should be taken into account for the corrections. One is the lost energy
or outflow contributions for the total ET by missing particles due to the decay
products, which is originally in the EMCal acceptance at the primary collision
point. The other is the inflow contributions coming from the outside of the EM-
Cal acceptance as a sum of the deposit energy from the decay products and
the background particles originating from the detector materials. The relative
amount of the outflow and inflow contributions with respect to the total ET are
estimated as ∼10% and ∼24%, respectively, with 3.0% systematic errors based
on the MC simulation. Figure 4.10 shows the corrected dET/dη divided by the
number of participant pairs (0.5 Npart) as a function of Npart in Au +Au collisions
at

√
sNN equal 200 GeV, 130 GeV and 19.6 GeV with full systematic errors. It

is obtained by taking the quadratic sum of the errors described in above.

The event samples are classified by the collision centralities, and the definition
of the centrarities are based on the Glauber model as described in Section 4.1.3.
This is the reason why the collision centrality is often expressed by the average
number of participant nucleons 〈Npart〉 over an event sample in the experiment
of heavy ion collisions. However, since the measured total ET values are also
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obtained by the event classification, the event classification can be represented
by the total ET instead of Npart. If one shows any results as a function of the
total ET , one can obtain the dependencies of collision centrality only by the
measurement independently on any models. This is an advantage of the event
characterization by the total ET . However, this concept on the event characteri-
zation is implicitly based on an idea that the mechanism of particle productions
are linearly related with the total energy. It is a natural assumption, since the
aim of the heavy ion experiment is to explore the property of the thermalized
QGP by the measurements of produced particles, event samples should be classi-
fied by values directly connected to the thermodynamic variables. In this sense,
the event samples should not be characterized by the geometrical values like the
Npart, because the Npart is only regarded to the collision dynamics and depends
on the collision system and energy. The energy density is more meaningful rather
than the total energy, because the particle productions depend not only on the to-
tal energy but also on the system size. The energy density based on the Bjorken’s
picture εBj , which is described in Section 1.3, can be calculated through the ET

measurement as

εBj =
1

A⊥τ

dET

dy
, (4.10)

where τ and A⊥ corresponds to the formation time of the thermalized QGP and
the nuclei transverse overlap area, respectively. The transverse overlap area of two
colliding nuclei A⊥ is estimated by a MC simulation based on the Glauber model.
Comparing Equation (4.10) and Equation (1.10), the normalization to πR2 should
be considered, where R is in the Woods-Saxon parameter in Equation (4.7). This
estimation has been done for the impact parameter b = 0 in the MC simulation.
Additionally, for the transformation from dET/dη|η=0 to dET/dy|y=0, which are
the values with respect to the midrapidity region, a scale factor of 1.25 ± 0.05
is applied. Figure 4.11 shows the obtained εBj · τ as a function of Npart in
Au + Au collisions at

√
sNN equal 200 GeV, 130 GeV and 19.6 GeV. Since

the formation time τ is unknown by the measurement, it is indicated by the
product of the εBj and τ . Although the observable in this analysis will be shown
as a function of Npart, it can be transformed by the energy density by using this
relation between Npart and εBj ·τ . The εBj monotonically increases with increasing
Npart in Au + Au collisions at

√
sNN = 200 GeV as shown in Figure 4.11 in the

case of the formation time τ is not dependent on the Npart. Therefore, it can be
said that a scan for the energy density is possible by the scan for Npart. This
implies that the change of Npart at a fixed collision energy can provide a finer scan
over the initial temperature compared to changing the collision energy density.
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4.1.5 Data quality assurance

It is very important to guarantee that the detector conditions are surely stable
to perform the analysis on the event-by-event fluctuation. The data quality as-
surance was made for the collected 1.5 million events under no magnetic filed
conditions by the minimum bias trigger selections, which is described in Sec-
tion 4.1.2. The status and stability of the detectors is based on the following
points of view;

• Whether large dead areas in the acceptance exist or not.

• Whether reasonable correlations on the multiplicity between the number of
charged tracks reconstructed by DC and the number of photon like clusters
counted by EMCal are seen or not.

• Whether stable multiplicity are seen in the calibrated BBC charge sum, the
number of DC tracks and the number of EMCal clusters or not.

These items were confirmed as a function of collected time for the subdivided data
segments, each of which contains typically 2,000 to 3,000 events. Figure 4.12 a)
and b) show the segment number dependence of the calibrated BBC charge sum a)
and the number of reconstructed DC tracks in an event, respectively. The photon
like PbSc clusters c) and PbGl clusters d) were counted by requiring not to
associate with charged tracks with reasonable time of flight cut. The error bars
associated with the points are the statistical errors. All segments deviated from
the band, which correspond to 2% fluctuation as indicated by the dashed lines
in the figure, were all rejected from the data analysis described in the following
sections.

4.2 Measurement of charged particles

4.2.1 Track selection criteria

In this analysis, charged tracks detected in the East arm (see Section 3.2), which
covers |η| < 0.35 and ∆φ < π/2, were used. As charged track selection crite-
ria, we required that each straight-line track reconstructed by a DC hit pattern
associated with a PC1 hit be aligned with a PC3 hit and the collision vertex
point measured by BBC. Figure 4.13 shows the positional relation for each de-
tectors and alignment of the hit positions with a DC track. The DC has six
types of wire modules; two of them are used for the track reconstruction for the
azimuthal angle and others are used for the pattern recognition. Selected tracks
were reconstructed by using all wire modules of DC. We required associations
between DC tracks and PC3 hits to be within 10 cm in the distance of closest
approach (DCA), which was determined to minimize the random associations



60 CHAPTER 4. ANALYSIS

0 5 10 15 20 25B
B

C
 c

h
ar

g
e 

su
m

 / 
ev

en
t

0

100

200

300

400

500

600

0 5 10 15 20 25

D
C

 t
ra

ck
s 

/ e
ve

n
t

0

10

20

30

40

50

60

70

0 5 10 15 20 25

P
b

G
l c

lu
st

er
s 

/ e
ve

n
t

0

2

4

6

8

10

12

0 5 10 15 20 25

P
b

S
c 

cl
u

st
er

s 
/ e

ve
n

t

0

2

4

6

8

10

12

Segment number

a)

c)

b)

d) Segment number

Segment number

Segment number
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without losing track detection efficiency unnecessarily. Figure 4.14 a) shows the
DCA from all DC tracks to the hit position of PC3. The Filled histogram in this
figure was made by flipping the sign of z axis on PC3 hit position intentionally
to estimate the amount of random associations. By applying to the cut value,
90% of radamly associated DC tracks with PC3 hit positions can be removed.
Figure 4.14 b) shows the DCA from all DC tracks to the collision vertex measured
by BBC. Filled histogram was obtained after applying the association cut for the
DC tracks and PC3 hit positions. Although almost of fake DC tracks, which is
not aligned with collision vertex, have already removed by the association cuts,
we have applied 28 cm of association cut with the collision vertex to reject obvious
fake track made by miss reconstructions. Since PbSc type calorimeter (Section
3.4.4) in PHENIX has sensitivity on the charged particles, clear peak made by
minimum ionizing particles (MIP) can be seen in the cluster energy distributions.
The validity of the selected charged tracks with this association cut have been
confirmed by the MIP peak.

In addition to the single track selection, we required a minimum two-track sep-
aration in order to minimize effects from fake tracks and associated secondary par-
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Figure 4.13: Requirements of charged track association.



62 CHAPTER 4. ANALYSIS

[cm]

0 1 
0 2 
0 3 
0 4 
0 5 
0 6 
0


[cm]

0 1 
0 2 
0 3 
0 4 
0 5 
0 6 
0


0


2000


4000


6000


8000


10000


12000


14000


16000


[cm]

0 5 
0
 100
 150
 200
 250


[cm]
[cm]

0 5 
0
 100
 150
 200
 250


10


10

2


10

3


10

4


10

5


b)

a)

Nu
m

be
r o

f t
ra

ck
s

Nu
m

be
r o

f t
ra

ck
s

DCA

DCA

Figure 4.14: a) Distance of closest approach from DC tracks to PC3 hit position.
Filled histogram was made by flipping the sign of z axis on PC3 hit position
intentionally to estimate the amount of random associations. b) Distance of
closest approach from DC tracks to the collision vertex measured by BBC. Filled
histogram was obtained after applying the association cut for the DC tracks and
PC3 hit positions.

ηd
0 0.01 0.02 0.03 0.04 0.05

 [
ra

d
]

φ
d

0

0.01

0.02

0.03

0.04

0.05

a)a)

 [rad]φd
0 0.01 0.02 0.03 0.04 0.05

T
ra

ck
 p

ai
rs

 / 
to

ta
l t

ra
ck

 p
ai

rs
 / 

ev
en

ts

0.0014

0.0016

0.0018

0.002

0.0022

0.0024

0.0026

0.0028

0.003

0.0032

0.0034

b)b)

ηd
0 0.01 0.02 0.03 0.04 0.05

T
ra

ck
 p

ai
rs

 / 
to

ta
l t

ra
ck

 p
ai

rs
 / 

ev
en

ts

0.004

0.006

0.008

0.01

0.012

c)c)

Figure 4.15: a) Distance between any two tracks in η− φ plane. b) and c) is the
projection of the distance to the η and φ, respectively.



4.2. MEASUREMENT OF CHARGED PARTICLES 63

ticles. When we find tracks within the minimum separation window of δη < 0.001
and δφ < 0.012 rad, we count them as one track independent of the number of
reconstructed tracks in the window. These cut values were determined by looking
at δη and δφ distributions on the η − φ plane of any two track pairs in the real
data sample as shown in Figure 4.15. The DC track resolution of 2 mm in the
z direction at a reference radius of 220 cm from the beam axis corresponds to
1.0 × 10−3 in η. PC1 and PC3, which are used for the track association, have
the same solid angle each other, and these pixel sizes are 8.4 mm and 14.7 mm,
respectively. These pixel sizes are greater than the requirement of two-track sep-
aration cuts, however, these resolutions are 1.7 mm and 3.6 mm for PC1 and
PC3 respectively in z direction, and these values also corresponds to 1.0 × 10−3

in η. The resolution in φ is 1 mrad, but the maximum drift length in DC corre-
sponds to 0.012 rad. Therefore the two-track separation window size in η and φ
is consistent with what is expected.

4.2.2 Magnetic field condition

In the case of normal magnetic field condition at the PHENIX detector, which
is used to identify the charged particles, the threshold transverse momenta pT

correspond to 0.2 GeV/c, 0.4 GeV/c and 0.6 GeV/c for charged pions π±, charged
kaons K± and protons p (p̄), respectively [84]. Figure 4.16 shows the measured
pT spectra in Au + Au collisions at

√
sNN = 200 GeV for these particles in the

0 - 5% (central) and 60 - 92% centrality bins.
Since this analysis used the data taken without magnetic field in order to op-

timize acceptance for the low pT charged particles, the threshold transverse mo-
menta pT can be lowered. It is estimated by the GEANT based Monte Carlo (MC)
simulation [88] by requiring the equivalent single track selection criteria, which
are described in Section 4.2.1. Empirical functions are used to make the input
pT distributions for the MC simulations based on the measured pT distributions.
Figure 4.17 shows the pT distributions for (π+ +π−)/2, (K++K−)/2 and (p̄+p)/2
in 0 - 70% centrality bin. Curves in the figures are the fit results by the empirical
functions. Following fit functions are chosen as triple exponential, single expo-
nential and exponential with the fourth order polynomial exponent for π, K and
p, respectively. For the generation of those particles, the known ratio between
the different sign of charge, which is independent on the centrality [84] class, are
taken into account as 0.97, 0.93 and 0.75 for π−/π−, K−/K+ and p̄/p, respec-
tively. Figure 4.18 shows the number of generated particles (black) based on the
empirical functions and survived particle (red) with the track selection criteria
in real data analysis as a function of pT . Vertical lines indicate the pT threshold
for each particle species as 0.1 GeV/c, 0.25 GeV/c and 0.35 GeV/c for π±, K±

and p(p̄), respectively.
According to this MC simulation, the detectable charged particle compositions

in the no magnetic field condition with the same selection criteria as the real data
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analysis are estimated as 94% for charged pions, 4% for charged kaons and 2%
for proton and antiproton in 0 - 70% centrality. The average pT for the detected
inclusive charged particles are also estimated as 0.57 GeV/c in this MC study.
It means the difference of the rapidity and pseudorapidity is at most 3% at the
edge of the PHENIX acceptance by assuming the mass of charged pion.

4.3 Measurement of multiplicity distributions

Multiplicity distributions of charged particles were measured while changing the
pseudorapidity window size δη from 0.066 to 0.7 with a step size of 0.7/25 = 0.022.
For a given pseudorapidity window size, the window position in the pseudora-
pidity axis was shifted by a step of 0.7/28 = 0.0027 as long as the window is
fully contained within the PHENIX acceptance of |η| < 0.35. For each window
position NBD fits were performed to the multiplicity distributions. Biases origi-
nating from inefficient detector areas were corrected with the procedure explained

]2
/ G

eV
2

d
y 

[c
T

N
 / 

d
p

2
) 

d
T

 pπ
(1

/2

10
-3

10
-2

10
-1

1

10

10
2

10
3 +π

+K
p

Positive
(0 - 5% central)

-π
-K

p

Negative
(0 - 5% central)

 [GeV/c]Tp
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

]2
/ G

eV
2

d
y 

[c
T

N
 / 

d
p

2
) 

d
T

 pπ
(1

/2

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

10

Positive
(60 - 92% peripheral)

 [GeV/c]Tp
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Negative
(60 - 92% peripheral)

Figure 4.16: Differential cross sections as a function of pT for π+ (circle), π− (di-
amond), K+ (square), K− (cross), p+ (triangle), and p− (star). Upper and lower
figures correspond to 0 - 5% and 60 - 92% centrality bins, respectively.
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in Section 4.4.1. Since even corrected NBD k parameters are not necessarily equal
in the case of extremely inefficient window positions, the window positions have
been truncated where the reconstruction efficiency is below 50%. This trunca-
tion is mainly to exclude biases from the largest hole in the middle of the charged
particle detector as shown in Figure 4.19 (a) and (c). After the truncation, it is
obtained that the weighted mean of corrected NBD parameters (〈µc〉, 〈kc〉) for a
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Figure 4.17: Differential cross sections as a function of pT for (π+ + π−)/2 a),
(K++K−)/2 b) and (p̄+p)/2 c) in centrality 0 - 70%. Curves corresponds to the
fits with several empirical functions for the input of MC simulation (see text).
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Figure 4.18: The number of generated particles (closed) and survived parti-
cle (open) as a function of pT in the MC simulation. a), b) and c) corresponds to
(π+ + π−)/2, (K++K−)/2 and (p̄+p)/2, respectively. Vertical lines indicate the
pT threshold in the no magnetic field condition.
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Figure 4.19: 2-dimensional dead map definitions. a) Track projection points onto
the η - φ plane in the data after all track selections. The scale is normalized
to the mean number of hits in the peak position in b). b) The number of bins
among subdivided 28 × 28 bins as a function of the accumulated number of hits
over the total event sample. c) Definition of the central dead map by excluding
the detector region below 3 σ, where black parts are identified as dead areas.
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Figure 4.20: Uncorrected NBD k as a function of δη in the small δη regions at
a typical centrality bin. Closed and open data points were obtained with and
without rejection on the inefficient detector areas, respectively.

given window size, which are defined as

〈µc〉 ≡
n
∑

i=1

δµc
−2
i µci/

n
∑

i=1

δµc
−2
i ,

〈kc〉 ≡
n
∑

i=1

δkc
−2
i kci/

n
∑

i=1

δkc
−2
i , (4.11)

where n is the number of valid window positions after the truncation and δ indi-
cates errors on fitting parameters by the MINUIT program [94] in each window
position i. This procedure have been performed in each centrality bin with 5%
and 10% centrality bin width, respectively.

The lower limit of 0.066 was determined so that small window sizes, where
corrected NBD k was seen to depend heavily on window position, are all excluded.
Figure 4.20 shows the uncorrected NBD k as a function of window size δη < 0.1
in a typical centrality bin. Closed and open data points were obtained with and
without rejection on the bad window position, which includes large amount of
inefficient detector areas, respectively. One can find a discrepancy between the
two type of data points in the small δη regions. It is an effect on the fail of NBD
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fit due to the lack of the number of degree of freedom. Therefore, the lower limit
of 0.066 was set to obtain the final results. The lower limit is common for all
centrality bins.

4.4 Corrections and error estimations

4.4.1 Correction method

Any dead or inefficient areas in the detector have been identified and the bias on
the NBD parameters has been corrected based on a suitable statistical property
of NBD. Maps of dead areas were produced from the track projection points onto
the η - φ plane in the data after the track selections, as shown in Figure 4.19 a),
where the detector acceptance is divided into 28 × 28 bins in the η - φ plane.
The accumulated number of hits over the total event sample in each bin is shown
by a gray scale reflecting the statistical weights. The scale is normalized to the
mean number of hits in the peak position shown in Figure 4.19 b). Figure 4.19 b)
shows the number of bins among subdivided 28 × 28 bins as a function of the
accumulated number of hits over the total event sample in each 1/28 × 1/28

acceptance. If there were no dead or inefficient area, a binomial distribution
is expected with a probability of 1/28 × 1/28 to the total acceptance. For the
binomial part, a ± 3 σ region are taken. On the other hand, if there are any
dead or inefficient areas they tend to contaminate the lower tail of the binomial
distribution. A central dead map are defined by excluding detector region below
3 σ as shown in Figure 4.19 c) where black indicates regions that are identified as
dead areas. The fraction of good area corresponds to 78% of the total acceptance.
This map was used to completely suppress particles which hit the dead areas in
the real data.

As long as the baseline distribution is approximated as an NBD, which is
certainly true as observed in E802 experiment [63] and in the present analysis,
one can estimate the relation between true k values of the NBD and biased
k values due to dead or inefficient areas based on the convolution theorem of
NBD. For two independent NBD’s with (µ1, k1) and (µ2, k2), it is known that the
convolution of the two NBD’s is an NBD with (µc, kc), which satisfies relations
as

kc = k1 + k2,

µc = µ1/k1(k1 + k2), (4.12)

where µ1/k1 = µ2/k2 holds [65, 95]. Therefore the correction can be applied by
multiplying a ratio of the total number of η - φ bins in a given η window size to
the number of bins excluding dead area, as the geometrical acceptance corrections
can be applied.
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Strictly speaking one can not completely reproduce the original k by this
correction, since NBD’s in different positions are not completely independent.
However, except for the large hole which is already excluded by the truncation,
small holes are scattered rather uniformly in azimuthal direction for any position
of the δη windows. As the simplest overall correction to each window position, the
convolution theorem [65, 95] was applied by assuming collection of independent
NBD sources. As long as the correction is applied in the same manner for all
the azimuthal holes, it does not greatly affect the differential measurement to
the pseudorapidity space. If the correction is accurate enough, one can expect a
constancy of the corrected k values which should be independent of the fraction
of dead areas. Based on the degree of constancy of corrected k as a function of
the fraction of dead areas in each window position for a given δη window size,
the incompleteness of the correction in each window size has been checked. As
briefly mentioned in the last paragraph of Section 4.3, the window sizes to be
analyzed were determined so that systematic error bands on 〈kc〉 explained in
Section 4.4.2, can contain the most of the corrected k values independently of the
fraction of dead areas in each window position.

4.4.2 Statistical and systematic errors

As a convolution of statistical errors, errors were adopted on weighted mean
values (δ〈µc〉, δ〈kc〉) on corrected NBD parameters after the window truncation
mentioned in Section 4.3, which are defined as

δ〈µc〉2 ≡
¯δµci

2

nind
,

δ〈kc〉2 ≡
¯δkci

2

nind
, (4.13)

where ¯δµci and ¯δkci are respectively defined as
∑n

i=1 δµc/n and
∑n

i=1 δkc/n with
the number of valid window positions n after the truncation and nind ≡ 0.75/δη is
the number of statistically independent window positions for a given δη window
size. This statistical error on δ〈kc〉 is referred to as δ〈kc〉 (stat).

The dominant sources of systematic errors for the correlation length measure-
ment are the correction procedure with dead maps and the two-track separation
cuts, since both introduce unphysical correlations. 2% fluctuation have been al-
lowed on the average multiplcity of measured number of charged tracks as a run
selection. This fluctuation is also originated by the dead channels of the track-
ing detectors in Section 4.2.1. In order to estimate this, two more patterns of
dead maps were defined with the definition of 3 σ ± 0.5 σ as indicated in Fig-
ure 4.19 c). The deviation of 〈kc〉 from the central dead map definition is referred
to as δ〈kc〉 (dead), which corresponds to 3.4% typically.
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As for the two-track separation case, the main purpose is to reject fake track
effects, which is dominantly observed in φ direction rather than in η, since the PC1
hit requirement can fix z positions along the beam axis as shown in Figure 4.15.
Therefore, the effect of the δφ cut was estimated as ± 0.002 rad around the central
cut value of 0.012 rad with a fixed cut value on δη of 0.001. The deviation of 〈kc〉
from the central definition on the fake track rejection is referred to as δ〈kc〉 (fake).
This systematic error increases at higher centrality bins, which was estimated as
5.8% and 0.3% at 0 - 5% and 60 - 65% centrality bins, respectively.

The 〈kc〉 (stat) is related to agreements between multiplicity distributions and
NBD. The 〈kc〉 (dead) and 〈kc〉 (fake) depends on the position of the window and
the average multiplicity in a selected centrality bin, respectively. By treating
these contributions as independent systematic error sources, the total systematic
error δ〈kc〉 (total) on 〈kc〉 in each δη in each centrality, was obtained by the
quadratic sum over δ〈kc〉 (stat), δ〈kc〉 (dead) and δ〈kc〉 (fake).



Chapter 5

Results

In this chapter the results of the NBD fits are first tabulated. Then the measured
NBD k as a function of the pseudorapidity window sizes in various centrality bins
are shown in Figure 5.3. Finally, the Npart dependences of extracted αξ product
in Equation (2.29) are presented.

5.1 Multiplicity distributions and NBD fits

NBD fit results in all window sizes in all centrality bins are summarized in Ap-
pendix Table A.1 through Table A.25 where 〈µc〉 and 〈µ〉 are weighted means
of corrected and uncorrected µ over all window positions respectively, 〈kc〉 and
〈k〉 are weighted means of corrected and uncorrected k over all window positions,
respectively. The 〈µc〉 are corrected only for the effect of the detector dead areas
as described in Section 4.4.1. The mean multiplicities were confirmed to be con-
sistent with the result of the independent analysis by the different method using
only PC1 and PC3 [35], after known additional correction factors were taken into
account. These consit of 15 % of correction for finite double hit resolutions in
PC1 and 24 % of correction for the energy loss in the detector materials with
respect to the 〈µc〉. Statistical errors on weighted means δ〈kc〉 (stat) are obtained
as explained in Section 4.4.2. 〈χ2/NDF 〉 is the average of reduced χ2 of NBD
fits over all window positions. 〈NDF 〉 is the average of the degree of freedom
of NBD fits over all window positions, and the systematic errors δ〈kc〉 (dead),
δ〈kc〉 (fake) and δ〈kc〉 (total) are already explained in Section 4.4.2. The mean
and r.m.s. of the reduced χ2 values in the NBD fit over all window positions and
all δη sizes and all centrality bins were obtained as 0.75 and 0.33 respectively as
shown in Figure 5.1. The mean value corresponds to typically 80% confidence
level. Therefore, it is good enough to assume NBD as a baseline multiplicity
distribution to obtain the integrated correlation function via the k parameter.

As a demonstration to show how well the NBD fits work, Figure 5.2 shows
the charged particle multiplicity distributions in each pseudorapidity window

71
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Figure 5.1: Reduced χ2 values in the NBD fit over all window positions and all
δη sizes and all centrality bins.

size in 1/8 fractions of the full rapidity coverage of |η| < 0.35 with 0 - 10%
events in the collision centrality, where the uncorrected multiplicity distributions
within the total error bands on 〈kc〉 in Appendix Table A.1 are all merged. The
distributions are shown as a function of the number of tracks n normalized to
the mean multiplicity 〈n〉 in each window. The error bars show the statistical
errors on the merged distributions. The solid curves are fit results with NBD only
for the demonstration purpose. The fit results in Appendix Table A.1 through
Table A.25 are not obtained from these convoluted distributions whose accuracies
are degraded by the convolutions with different µ values due to different detector
biases depending on the window positions.

5.2 δη dependence of NBD k

Figure 5.3 a) and b) show 〈kc〉 as a function of pseudorapidity window size with
10% and 5% centrality bin width, respectively. Centrality classes are indicated
inside the figures. The error bars show δ〈kc〉 (total) defined in Section 4.4.2.

An upper limit on the absolute scale of ξ was obtained as ξ < 0.035 with re-
spect to the all centrality bins by the free parameter fits based on Equation (2.28).
Since the upper limit of ξ is small enough compared to the fitting region of
δη (ξ ≪ δη), Equation (2.29) can be applied for the fits to the NBD k as a
function of δη. More discussions on the small ξ can be found in Section 6.1.1.

The solid lines in Figure 5.3 indicate the fit results based on Equation (2.29).
The fits were performed in the δη region from 0.066 to 0.7, which is explained in
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Figure 5.2: Uncorrected charged particle multiplicity distributions in each pseu-
dorapidity window size, as indicated in the legend, at 0 - 10% collision centrality.
The distributions are shown as a function of the number of tracks n normalized
to the mean multiplicity 〈n〉 in each window. The error bars show the statistical
errors. The solid curves are fit results of NBD.

Section 4.2.1. The typical χ2/NDF in the fit based on Equation (2.29) is 0.132,
which corresponds to 99% confidence level.

As explained in Section 2.4 for Equation (2.29), in the limit of β = 0, the
slopes in k vs. δη have crucial information on the phase transition. In Figure 5.3,
one can identify different behaviors in slopes around 40-50% centrality region
even without fit curves.

5.3 Npart dependence of β and αξ

Figure 5.4 a) and b) show the obtained fit parameters β and αξ with Equa-
tion (2.29) as a function of the Npart, where results for both the 5% and 10%
centrality bin width cases are plotted as filled and open circles, respectively. The
smooth solid and dotted curves are provided to guide the eye. The horizontal
error bars correspond to ambiguities on the mean value of Npart as explained
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Figure 5.3: Weighted mean of corrected NBD k, 〈kc〉 as a function of pseudorapid-
ity window size with a) 10% and b) 5% centrality bin widths. Centrality classes
are indicated in the figure legend. The error bars show δ〈kc〉 (total), as explained
in Section 4.4.2. The solid lines indicate the fit curves of Equation (2.29).

in Section 4.1.3. The vertical error bars are obtained from errors on the fitting
parameter by the MINUIT program [94]. Table 5.1 summarizes the fit results
where centrality bins, corresponding Npart, αξ, β and χ2/NDF obtained by the
fit with Equation (2.29) are shown for 10% and 5% centrality bin width cases,
respectively.

The β parameter is necessary to absorb any effects independent of pseudora-
pidity space correlations as explained in Section 2.4.2. For a wider centrality bin,
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Figure 5.4: Fit results based on Equation (2.29). a) is β and b) is products of
αξ as a function of Npart. The horizontal error bars correspond to ambiguities in
the mean value of Npart as explained in Section 4.1.3. The vertical error bars are
obtained from errors on the fitting parameter.

the width of multiplicity distribution becomes broader, since events with wider
range of centrality bins are included in the bin. As the result, the systematic
difference of β in the 5% and 10% centrality data sets is shown in Figure 5.4 a).
It will be discussed in more detail for the exploit of β term at Section 6.2.

The αξ product in the correlation function, which is monotonically related
to susceptibility in the long wavelength limit χk=0 as explained in Section 2.4.2,
indicates the non-monotonic behavior as a function of Npart. This is originated
in the different behaviors of slopes as shown in Figure 5.3 with respect to the
corresponding centrality bins i.e. 40 - 50% and 40 - 45% centrality bins. Since
this behavior is one of the main result of this analysis, its significance of the local
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Table 5.1: The αξ and β in Equation (2.29) obtained by the fits to 〈kc〉 vs. δη.
Upper and lower column corresponds to 10% and 5% centrality bin width cases,
respectively.

Centrality (%) 〈Npart〉 αξ β χ2/NDF
(∝ χk=0) (NDF = 27)

0 − 10 325.2 ± 3.3 0.17 × 10−3 ± 0.03 × 10−3 0.80 × 10−2 ± 0.02 × 10−2 0.24
5 − 15 276.4 ± 4.0 0.19 × 10−3 ± 0.03 × 10−3 1.17 × 10−2 ± 0.02 × 10−2 0.16
10 − 20 234.6 ± 4.7 0.24 × 10−3 ± 0.04 × 10−3 1.51 × 10−2 ± 0.03 × 10−2 0.14
15 − 25 198.4 ± 5.4 0.36 × 10−3 ± 0.04 × 10−3 1.72 × 10−2 ± 0.03 × 10−2 0.26
20 − 30 166.6 ± 5.4 0.39 × 10−3 ± 0.05 × 10−3 1.96 × 10−2 ± 0.03 × 10−2 0.09
25 − 35 138.6 ± 4.9 0.46 × 10−3 ± 0.06 × 10−3 2.31 × 10−2 ± 0.04 × 10−2 0.09
30 − 40 114.2 ± 4.4 0.62 × 10−3 ± 0.06 × 10−3 2.77 × 10−2 ± 0.05 × 10−2 0.13
35 − 45 92.8 ± 4.3 0.71 × 10−3 ± 0.07 × 10−3 3.26 × 10−2 ± 0.05 × 10−2 0.14
40 − 50 74.4 ± 3.8 0.76 × 10−3 ± 0.09 × 10−3 3.96 × 10−2 ± 0.07 × 10−2 0.14
45 − 55 58.8 ± 3.3 0.54 × 10−3 ± 0.11 × 10−3 4.85 × 10−2 ± 0.08 × 10−2 0.05
50 − 60 45.5 ± 3.3 0.67 × 10−3 ± 0.14 × 10−3 6.22 × 10−2 ± 0.11 × 10−2 0.11
55 − 65 34.6 ± 3.8 0.69 × 10−3 ± 0.18 × 10−3 8.19 × 10−2 ± 0.14 × 10−2 0.05
0 − 5 351.4 ± 2.9 0.23 × 10−3 ± 0.03 × 10−3 0.19 × 10−2 ± 0.02 × 10−2 0.18
5 − 10 299.0 ± 3.8 0.20 × 10−3 ± 0.03 × 10−3 0.46 × 10−2 ± 0.02 × 10−2 0.27
10 − 15 253.9 ± 4.3 0.20 × 10−3 ± 0.04 × 10−3 0.75 × 10−2 ± 0.02 × 10−2 0.17
15 − 20 215.3 ± 5.3 0.36 × 10−3 ± 0.04 × 10−3 0.90 × 10−2 ± 0.03 × 10−2 0.18
20 − 25 181.6 ± 5.6 0.35 × 10−3 ± 0.04 × 10−3 1.08 × 10−2 ± 0.03 × 10−2 0.32
25 − 30 151.5 ± 4.9 0.45 × 10−3 ± 0.06 × 10−3 1.35 × 10−2 ± 0.04 × 10−2 0.02
30 − 35 125.7 ± 4.9 0.64 × 10−3 ± 0.08 × 10−3 1.55 × 10−2 ± 0.05 × 10−2 0.09
35 − 40 102.7 ± 4.3 0.82 × 10−3 ± 0.09 × 10−3 1.90 × 10−2 ± 0.05 × 10−2 0.08
40 − 45 82.9 ± 4.3 0.95 × 10−3 ± 0.11 × 10−3 2.40 × 10−2 ± 0.07 × 10−2 0.06
45 − 50 65.9 ± 3.4 0.68 × 10−3 ± 0.13 × 10−3 2.86 × 10−2 ± 0.08 × 10−2 0.08
50 − 55 51.6 ± 3.2 0.67 × 10−3 ± 0.18 × 10−3 3.72 × 10−2 ± 0.11 × 10−2 0.11
55 − 60 39.4 ± 3.5 1.02 × 10−3 ± 0.23 × 10−3 5.19 × 10−2 ± 0.16 × 10−2 0.06
60 − 65 29.8 ± 4.1 1.05 × 10−3 ± 0.29 × 10−3 6.64 × 10−2 ± 0.19 × 10−2 0.08

maximum of αξ will be discussed at Section 6.4. One can find the absolute value
of αξ products were aliened to the same scale for the different centrality bin width
cases owing to the β parameter as described in above. The difference on the αξ
value between the 5% and 10% around the local maximum centrality bin width
cases can be understood as smearing effects around a peak-like shape, and it is
confirmed by a toy model MC calculation.



Chapter 6

Discussions

6.1 Absolute scale of the correlation length

6.1.1 Small correlation length

As long as reliable NBD k in δη ∼ 0 can be obtained, which corresponds to
δη ≪ ξ, α can be treated as a free parameter by Equation (2.28) to extract
the absolute value of correlation length ξ in each centrality. If this is not the
case, the absolute ξ can not be obtained without any constraints due to the anti-
correlations between α and ξ. Under this situation, the correlation lengths have
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Figure 6.1: Average χ2/NDF (NDF = 28) over all centrality bins at the fits
to the integrated correlation function Equation (2.28) as a function of fixed α.
The minimum average χ2/NDF (0.425) at α = 0.22 is indicated as solid line.
Average χ2/NDF (0.428) obtained with α = 1.0 is indicated as dashed line.
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been obtained by fixing the parameter α in Equation (2.28) to 0.22, which was
chosen so that the average χ2/NDF over all centrality bins is minimized in the
fit results for the relation between NBD k and δη. Figure 6.1 shows the average
χ2/NDF (NDF = 28) over all centrality bins as a function of fixed α value. One
can find the minimum average χ2/NDF (0.425) at α = 0.22 as indicated by the
solid line. Figure 6.2 shows fit parameters of β and ξ as a function of Npart with
this fixed parameter α = 0.22. A physical reasoning to motivate the parameter
α are fixed will be explained in Section 6.1.2.

The obtained ξ indicate very small value as shown in Figure 6.2, and the
method of extraction of ξ with fixed α can not be justified enough only by the
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Figure 6.2: Fit results based on Equation (2.28) with fixed α = 0.22. a) is β and
b) is ξ as a function of Npart. The horizontal error bars correspond to ambiguities
in the mean value of Npart as explained in Section 4.1.3. The vertical error bars
are obtained from errors on the fitting parameter.
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minimum reduced χ2 value in Figure 6.1. However, at least the upper limit of
the absolute scale of ξ was obtained as ξ < 0.035 by the free parameter fits in
Equation (2.28). It is qualitatively consistent with expectation from numerical
calculations [96] that the correlation lengths become smaller in the RHIC energy
than the (p̄) p + p collisions [61] and low energy A + A collisions [63]. Since the
upper limit of ξ is small enough compared to the fitting region of δη (ξ ≪ δη),
Equation (2.29) can be applied for the fits to the NBD k as a function of δη.
In this case, the αξ product, which is proportional to the susceptibility at the
static limit as defined in Equation (2.14), can be obtained by the fits without any
physical assumptions. The typical χ2/NDF in the fit based on Equation (2.29)
is 0.132, which corresponds to 99 % confidence level as described in Section 5.2.
Therefore, the small correlation length is confirmed as below the minimum δη
window sizes of 0.066 based on the validity of the approximated function for the
small ξ of Equation (2.29).

6.1.2 Relation with Bose-Einstein correlation

If the observed correlation were to originate only from the effect of Bose-Einstein
correlation (HBT), then the α is expected to be directly related with the chaotic-
ity parameter λ in HBT analysis which is measured in relative momentum space q.
A similar measurement in pseudorapidity space based on Equation (2.27) without
β term in low energy A + A collision systems [97] indicates the direct relation
between λ and α quantitatively. The observed two particle correlation strength
α in pseudorapidity space is weaker than λ measured in q space and essentially
becomes zero for the particle pairs selected in the higher q region where HBT
effect also becomes zero. This indicates that the observed pseudorapidity corre-
lations in the lower energy A + A collisions are essentially explained purely by
the HBT effect.

In Au + Au collisions at
√
sNN = 200 GeV, measured λ shows the constant

behavior as a function of Npart within 12 % of its systematic errors [98, 99].
Figure 6.3 shows one dimensional HBT radius parameter Rinv (bottom) and
chaoticity parameter λ (top) as a function ofNpart with respect to the correlations
of identified pions in same charge. According to the correspondence between α
and λ, α can be rephrased as a fraction of correlated particles in the chaotic
source. Therefore, the maximum α of 1.0, which is indicated by the dashed
line in Figure 6.1, is a physical limit. This means 100 % correlation for the
produced particles. In this sense, obtained α of 0.22 by the fit is not contrived
with the HBT measurement. This is the reason why the constant α was assumed
in Section 6.1.1.

However, obtained parameters for both αξ in Figure 5.4 and ξ in Figure 6.2
indicates the non-monotonic behavior as a function of Npart, where its non-
monotonicity will be discussed in Section 6.4, in spite of the fact that λ and
Rinv indicates the constant behavior. This implies that the non-monotonic be-
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Figure 6.3: One dimensional HBT radius parameter Rinv (bottom) and chaoticity
parameter λ (top) as a function of Npart for π+ π+ (left) and π− π− (right)
correlations [99].

havior of the αξ product can not be explained solely as a result of the known
HBT effect, because α ∝ λ is expected to be constant for any Npart and ξ which
would be related with the HBT source radii is expected to be monotonic, if the
known HBT effect is the only source of the correlation.

6.2 Pseudorapidity independent correlation

It should be emphasized that the parametrization in Equation (2.27) is practi-
cally necessary. The β parameter can absorb any effects independent of pseudo-
rapidity space correlations. For a wider centrality bin, the width of multiplicity
distribution becomes broader, since events with wider range of centrality bins are
included in the bin. This causes the systematic difference of β in the 5% and
10% centrality data sets as shown in Figure 5.4 a). The systematic shift of β
parameters to smaller values in the smaller centrality bin width, suggests that β
dominantly contains fluctuations on Npart.

The ambiguity on Npart measured by PHENIX is not large compared, for ex-
ample, to NA49 experiment at SPS where a non-monotonic behavior on scaled
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variance of multiplicities was seen as a function of the number of projectile par-
ticipant nucleons Nproj [100, 101]. In NA49, only spectators from the projectile
nucleus are measurable and it causes an increase of scaled variance of multiplicity
distributions in peripheral collisions due to dominantly large Nproj fluctuations
in the target nucleus [102]. This is due to the partial sampling with respect to
the total number of nucleons in two colliding nuclei. Since both projectile and
target nuclei in both sides can be measured by BBC and ZDC at PHENIX, this
kind of large ambiguities on Npart is more suppressed even in peripheral collisions.
However, even though the Npart fluctuation is still remaining, β parameter can
absorb this kind of offset parts of fluctuations and the Npart fluctuation is not
harmful for the measurement of the αξ products, since they are based on the
differential values of fluctuations for a given centrality bin.

In addition, β is expected to absorb effects from azimuthal correlations. Since
the PHENIX detector does not cover the full azimuthal range, fluctuations of low
pT particles caused by event reaction plane rotations and elliptic flow [103] should
contribute to the two particle correlation function even in the pseudorapidity
direction as an offset in principle. Owing to the β parameter, the non-monotonic
behavior of the measured αξ in the pseudorapidity direction cannot be biased by
elliptic flow nor by initial geometrical biases, since the azimuthal correlations are
constant over the narrow pseudorapidity window of |η| < 0.35 [104, 105].

6.3 Other correlation sources

In this section, following two type of other sources on the correlations will be
concerned, which are not related to the density correlations but could affect the
measurement of the inclusive charged particle multiplicity fluctuations. The first
is charged track pairs from particle decays in flight. The second is background
charged track pairs originating from secondary particle interactions in detector
materials e.g. showers, conversion pairs and so on. These two sources have been
estimated as effects of contaminations to the inclusive charged particle multiplic-
ity fluctuations by the GEANT based MC [88] simulations.

6.3.1 Contributions from weak decay particles

The statistically dominant weak decay particles which can contribute to the in-
clusive charged particle multiplicity are K0

S → π+ π− and Λ (Λ̄) → p (p̄) π− (π+).
The relative invariant yields of those particles to charged pions are 15% and 5%
for K0

S and Λ (Λ̄), respectively. It is calculated by using the measured produc-
tion cross section in Au + Au collisions at

√
sNN = 200 GeV for Λ (Λ̄) [106,107].

The production cross section of K0
S is assumed to be same as measured charged

kaons [84]. The detection efficiency of the charged track pairs from these weak
decay particles in the one arm acceptance of PHENIX detector (|η| < 0.35,
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∆φ < π/2) are obtained by the GEANT based [88] MC simulation. It is es-
timated by using the pT spectra of charged kaons for K0

S as the most dominant
meson, and by using the pT spectra of charged pions with transverse mass scaling
for Λ (Λ̄) as the most dominant baryon, which contribute to the inclusive charged
particle multiplicity fluctuation. As the result, the ratios of charged track pairs
originating from those weak decay particles to the number of produced charged
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Figure 6.4: a) Fraction of charged track pairs originated in single K0
s (open

circle) and Λ + Λ̄ (closed circle) as a function of difference between two tracks
in η. b) Relative fraction of the track pairs as compared to charged π yield in
each δη window size. Statistical errors are included in each marker. Solid lines
indicate the minimum window size in this analysis. The dashed line and dotted
line correspond to the yield with respect to the each parent particles normalized
by the charged π yield in the total acceptance.
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pions per event are 0.7% and 0.9% for K0
S and Λ + Λ̄, respectively.

The effects of those correlations on NBD k were estimated as follows. Suppose
two independent NBD’s in different windows have the same NBD parameters of
µ and k for a given window size of δη/2. If there is no correlation between the two
windows, NBD in the δη window size becomes a convoluted distribution between
the two NBD’s. This is certainly true, since it is known the correlation length is
well below the minimum size of δη windows as already discussed in Section 6.1.
Based on the NBD convolution theorem [65,95], the convoluted NBD parameters,
µconv and kconv are expressed as µconv = 2µ and kconv = 2k, respectively, in the case
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window size from a) K0
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weighted mean value and corresponding one standard deviation, respectively, for
over all δη.
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of no correlation. For the case where the correlated pairs are embedded, a fraction
f is defined for the number of correlated pairs with respected to µ. Then the mean
value before the correlated pairs are embedded is expressed as µ(1 − f) in the
δη/2 window. The effect of the embedded correlation on kconv can be estimated
by adding the number of correlated pairs to both windows simultaneously with
the fraction of f . With µ(1 − f) and k, one can generate NBD with a random
number generator in each window of δη/2 and convolute the two NBD’s. From
the NBD fit to the convoluted distribution, it can be obtained as kconv including
the effect of the correlated pairs. The ratio of the deviation of kconv is defined
to the independent case, ∆k ≡ (kconv − 2k)/2k for K0

S and Λ + Λ̄, respectively.
In this method, the pair fraction f depends on δη window size, since weak decay
particles have their own correlation length due to the kinematical constraint
as shown in Figure 6.4 a). Figure 6.4 a) shows the pair fraction of charged
track pairs originated in single K0

s (open circle) and Λ + Λ̄ (closed circle) as a
function of difference between two tracks in pseudorapidity η. It is also evaluated
from the GEANT based MC simulation with the actual track selection criteria.
The fraction f were obtained based on the two particle correlation of decayed
pairs as a function of δη window size. It should be noted that the integrated
fractions correspond to the fractions mentioned above as 0.7% and 0.9% for K0

S

and Λ + Λ̄, respectively. Figure 6.4 b) shows the relative fraction of the track
pairs as compared to the charged π yield in each δη window size. Statistical
errors are included in each marker. Solid lines indicate the minimum window size
in this analysis. The dashed line and dotted line correspond to the pair yield
with respect to the each parent particles normalized by the charged π yield in
the total acceptance.

For all observed (〈µc〉, 〈kc〉) values as input values in all δη windows and in all
centrality bins, the ∆k have been estimated according to the estimated fraction
f for each parent particles. Figure 6.5 a) and Figure 6.5 b) shows the effects
in NBD k estimated by the (kconv − 2k)/2k as a function of δη window size for
a) K0

s and b) Λ + Λ̄, respectively. As a result, the average values of ∆k over
all data points were estimated as + 0.27% ± 0.35% (standard deviation) and
+ 0.40% ± 0.35% (standard deviation) for K0

S and Λ + Λ̄ decays, respectively.
The average values and errors are calculated by taking weighted mean and cor-
responding one standard deviation, respectively, over all points as shown in solid
and dashed lines in Figure 6.5.

Meanwhile, the average value of relative errors, δ〈kc〉(total)/〈kc〉 in measured
k is ± 7.34% ± 3.29% (standard deviation). It is confirmed that the estimated
∆k values are all included within the range of the relative errors on measured k.
Therefore, it can be concluded that the effect of the statistically dominant weak
decay pairs with a few percent level on the αξ product can not exceed the full
error sizes of the αξ products in Table 5.1.
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Table 6.1: Summary of detector materials in PHENIX [40] and photon conversion
probability in front of EMCal [79] detector. Since TOF is located in front of only
PbGl type detector, the total radiation length indicate the different value between
the PbSc type and PbGl.

Detector and materials Total radiation length (%)
Beam pipe + MVD + (He) + DC [75] 1.3

PC1 [77] 1.2
RICH (CO2) [78] 2.1

TEC [77] 0.8
PC3 [77] 2.4
TOF [78] 0.0 (PbSc) or 6.0 (PbGl)

Total 7.8 (PbSc) or 13.8 (PbGl)

Origin particle Photon conversion probability (%)
Single γ 5.9 (PbSc) or 10.1 (PbGl)

Decay from π0 (maximum) 11.8 (PbSc) or 20.2 (PbGl)

6.3.2 Contributions from detector materials

The most significant process originating from the detector materials, which could
affect the charged particle multiplicity fluctuation, is photon conversions. Some
fraction of photons produces electron-positron pairs in the detector materials
i.e. γ → e+ e−, depending on the total amount of the detector materials in front
of the tracking detectors for the charged particles. Almost 100% of photons up to
4 GeV/c of pT in Au + Au collsions at

√
sNN = 200 GeV are produced by decays

from π0 [108,109]. Nevertheless, the same number of π0 are produced as charged
pions at the collisions. Therefore, the effects of the photon conversion process
should be considered in the analysis of charged particle multiplicity fluctuation.

The total photon conversion probability in front of the EMCal is estimated
based on the corresponding radiation lengths X0 for each detectors. It can be
obtained with respect to single photon γ and neutral pion π0 as

Pconv(γ) = 1 − e−7/9(x/X0),

Pconv(π
0) = 2Pconv(γ), (6.1)

where Pconv(π
0) is maximum probability assmuming both decay photons con-

vert. Table 6.1 indicates the summary of the radiation length in each section
of the detector materials in PHENIX and the total photon conversion probabil-
ity in front of the two type of the EMCal (see Section 3.4.4). Meanwhile, the
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charged tracks used in this analysis are recontacted by the vector information in
DC (see Section 3.4.1) mainly, and the information of the PC1, PC3 and EMCal
are used only for the tracking association as described in Section 4.2.1. There-
fore, only the amount of detector materials before and inside DC is important,
and it correspond to 1.3% of a radiation length as indicated in Table 6.1. It
produces electron-positron pairs with 1.0% photon conversion probability. The
detection efficiency of electron-positron pairs which survive after the requirement
of the charged track associations and two track separations in Section 4.2.1 is
estimated as 0.22%. It was estimated by the MC simulations with flat pT dis-
tribution of photons. Since the opening angle of the conversion pairs are very
small, these conversion electrons are strongly suppressed by the two track sepa-
ration cuts. Consequently, electron-positron pairs of 2.2 × 10−3% with respect to
the produced charged pions per event contribute to the multiplicity fluctuations.

The efficiency of charged track pairs, which is produced by the materials from
single charged hadrons as knock-on electrons (positrons), is estimated as less than
5.8 × 10−5%. Since the total pair fractions are much smaller than that in weak
decays by several orders of magnitude, it can be concluded that the effect of those
secondary particles on the αξ products are negligible.

6.4 Evaluation of the non-monotonic αξ

6.4.1 Significance of local maximum

The αξ product obtained by Equation (2.29) is related with susceptibility in the
long wavelength limit, χk=0 as described in Section 2.4.2. According to Equa-
tion (2.30), if the system temperature T is far from the critical temperature Tc,
αξ is expected to decrease monotonically with increasing T which is a monotonic
function of Npart as discussed in Section 4.1.4. Therefore, one can assume the
monotonically decreasing function as a hypothesis of the baseline in T far from Tc.
As the baseline functional forms, following two cases have been considered. The
one is a power law function which is naturally expected from Equation (2.30),
and the other is a linear function as the simplest assumption. The power law
baseline and the linear baseline are parametrized as

αξ(Npart) = p1(Npart)
p2, (6.2)

and

αξ(Npart) = p1 + p2Npart, (6.3)

with fit parameter p1 and p2, respectively. As a test hypothesis, a local maximum
on the monotonic baselines in αξ vs. Npart is assumed. Although the functional
form around the local maximum is not known a priori without introducing a phys-
ical model, at least one can discuss the significance of the local maximum from
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Figure 6.6: αξ vs. Npart in Table 5.1 with fit curves. The dashed and solid curves
show the fit results with the baseline functions and with the composite functions,
respectively. a) and b) correspond to 5% and 10% bin width cases with the power
law baselines, respectively. c) and d) correspond to 5% and 10% bin width cases
with the linear baselines, respectively.

the monotonic baseline by introducing a Gaussian distribution. The composite
functions are defined as

αξ(Npart) = p1(Npart)
p2 + ae−

(Npart−m)2

2w2 (6.4)

and

αξ(Npart) = p1 + p2Npart + ae−
(Npart−m)2

2w2 , (6.5)

where a, m and w correspond to amplitude, mean and width of the Gaussian
component, respectively. Fits with the four functional forms were performed
to αξ vs. Npart in 20 < Npart < 200. Figure 6.6 shows αξ vs. Npart in Ta-
ble 5.1 with those fit curves. The dashed and solid curves show the fit results
with the baseline functions and with the composite functions, respectively. Fig-
ure 6.6 a) and b) correspond to 5% and 10% bin width cases with the power
law baselines, respectively. Figure 6.6 c) and d) correspond to 5% and 10% bin
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Table 6.2: The fit parameters in Equation (6.2), Equation (6.3), Equation (6.4)
and Equation (6.5).

Functional form Centrality bin χ2/NDF a ± δa Significance
bin width (%) (NDF ) (a/δa)

Power law in Eq. (6.2) 5 2.76 (7)
Power law + Gaussian in Eq. (6.4) 5 0.60 (4) 0.37 × 103 ± 0.09 × 103 3.98
Linear in Eq. (6.3) 5 1.23 (7)
Linear + Gaussian in Eq. (6.5) 5 0.79 (4) 0.27 × 103 ± 0.21 × 103 1.24
Power law in Eq. (6.2) 10 2.10 (7)
Power law + Gaussian in Eq. (6.4) 10 0.38 (4) 0.27 × 103 ± 0.08 × 103 3.21
Linear in Eq. (6.3) 10 1.09 (7)
Linear + Gaussian in Eq. (6.5) 10 0.43 (4) 0.22 × 103 ± 0.13 × 103 1.69

width cases with the linear baselines, respectively. Table 6.2 summarizes all the
fit results by the MINUIT program [94], where functional forms, centrality bin
widths, χ2/NDF (NDF ), the Gaussian amplitude a with its error δa and the
significance of the amplitude defined by a/δa. Although the significance of the
local maximum with the linear baseline is smaller than that with the power law
baseline, it is mainly due to the larger errors on a in Equation (6.5) than errors in
Equation (6.4). This is a reflection that the combination of Gaussian distribution
with the linear baseline is not as good as that with the power law baseline for
the given data points. The difference on the significance between 5% and 10%
centrality bin width cases is not attributed to the correlations with β parameter,
since β was introduced as a parameter independent of δη. This can be rather
understood as smearing effects of a peak-like shape due to the difference of cen-
trality bin widths around the mean Npart. In any cases in Table 6.2, χ2/NDF
indicate that all the composite functions are favored compared to the monotonic
functions. This result supports the non-monotonicity of αξ as a function of Npart.

6.4.2 Assumption of the one correlation length

Although there is a possibility that more than one correlation length scale is
dynamically present, the functional form with one correlation length in Equa-
tion (2.29) can reasonably describe the region of 0.066 < δη < 0.7 with the
average χ2/NDF of 0.43 over all centrality bins. A further check on the Npart

dependence of the αξ products have been performed by limiting the region of fit
to 0.066 < δη < 0.306 as shown in Figure 6.7. The characteristic behavior of αξ
still present at around Npart ∼ 90.
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Figure 6.7: Fit results based on Equation (2.29) by limiting the range of δη from
0.066 to 0.306. a) is β and b) is products of αξ as a function of Npart. The
horizontal error bars correspond to ambiguities in the mean value of Npart as
explained in Section 4.1.3. The vertical error bars are obtained from errors on
the fitting parameter.

6.5 Physical interpretation of the results

This analysis is predicated on an application of the most simplest model i.e.

Ginzburg-Landau thermodynamical theory, for the high-density matter created
by the high energy heavy ion collision. Therefore, it is important whether the
system reached thermal equilibrium or not. According to the fruitful RHIC re-
sults already obtained, it is almost established that a strongly interacting, high
density matter has been created in nucleus-nucleus collisions [37]. Especially,
strong suppression of hadrons at high transverse momentum (pT ) observed in
central Au+Au collisions at

√
sNN = 200GeV at RHIC indicates creation of the
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high density partonic matter [86, 112]. Additionally, strong elliptic flow, which
is one of the indicative observables on collective motions of the matter, indicates
that the matter thermalizes rapidly and behaves like a fluid with very low vis-
cosity [103, 110]. Furthermore, the valence quark number scaling of the elliptic
flow suggests that quark-like degrees of freedom are pertinent in the evolution of
the flow [111]. Those observations naturally lead us to the expectation that the
initial thermalized state of matter is at T > Tc in central Au+Au collisions, and
possibly at T < Tc in the most peripheral collisions. Therefore it can be consid-
ered that a system with initial T = Tc may exist somewhere between peripheral
and central collisions.

One can form a lot of hypothesis on the space-time evolution of the system
before and after the thermalizaion. However, it is difficult to conclude the correct
path on the phase diagram only by the experimental observables exclusively,
because we always observe the final state particles. Even in this case, fluctuation
observables have possibilities to keep the information at the phase transition
as described in Section 2.3. According to the scenario, a singular behavior on
the thermodynamic quantity will be seen at one point of the scanning regions.
It corresponds to Npart in this analysis case. αξ obtained by this analysis as
a function of Npart indicates statistically non-monotonic part at Npart ∼ 90 as
shown in Figure 5.4. This behavior is consistent with the scenario of rapid cooling
of the system and surviving fluctuations.
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Conclusion

The multiplicity distributions measured in Au+Au collisions at
√
sNN = 200 GeV

are found to be well described by negative binomial distributions (NBD) in cases
where the collision centrality is greater than 65%.

The longitudinal density correlations have been measured via the functional
form for pseudorapidity (η) density fluctuations derived in the Ginzburg-Landau
thermodynamical theory, up to the second order term in the free energy, with a
scalar order parameter defined as pseudorapidity dependent multiplicity fluctu-
ations around the mean value. The functional form can reasonably fit NBD k
parameters as a function of pseudorapidity window sizes δη in the measured all
centrality (0 - 65%) at |η| < 0.35 region with one correlation length ξ assump-
tion and the constant term β which is independent of δη. The β is found to be
necessary to absorb residual effects of finite centrality binning.

The absolute scale of the correlation length ξ depends on the magnitude of
the correlation strength at zero distance α within the range of pseudorapidity
window sizes available in this analysis. However, according to the free parameter
fit results, the upper limit on ξ < 0.035 was obtained, and it was confirmed by
the accuracy of the fits with approximated integrated correlation function in the
limit of the small correlation length (ξ ≪ δη).

The αξ product in the correlation function, which is monotonically related
to susceptibility in the long wavelength limit χk=0, was seen to exhibit a non-
monotonic behavior as a function of the number of participant nucleons Npart. A
possible indication of a local maximum is seen atNpart ∼ 90 and the corresponding
energy density based on the Bjorken picture is εBj · τ ∼ 2.4 GeV/fm2 · c with the
transverse area size of 60 fm2.

Trivial particle correlations originating from charged track reconstructions in
tracking detectors have been suppressed in this analysis a priori. The ratio of
charged particles from statistically dominant weak decays and secondary particles
produced in the detector materials, which contribute as correlated pairs, are
respectively estimated below ∼ 1% and ∼ 10−3% with respect to the total number
of charged pions in the PHENIX acceptance per event. It is estimated that those
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effects on measured k values and the deviation due to the effect is well inside
the total error size of observed δ〈kc〉. Therefore, it can be concluded that their
contributions are almost negligible to the observed behavior of the αξ products.

The behavior may be explained by the onset of a mixture of different types of
particle production mechanisms which are not necessarily related with tempera-
ture nor density correlations. However, interpreted within the Ginzburg-Landau
framework, the local maximum of the αξ product could be an indication of a
critical phase boundary.
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Appendix A

Tables of NBD fit results

NBD fit results in all window sizes in all centrality bins in Figure 5.3. In the
following Table A.1 through Table A.12 and Table A.13 through Table A.25
correspond to results in 10% and 5% bin width cases, respectively. 〈µc〉 and 〈µ〉
are weighted means of corrected and uncorrected µ over all window positions,
respectively. 〈kc〉 and 〈k〉 are weighted means of corrected and uncorrected k
over all window positions, respectively. Statistical errors on weighted means
δ〈kc〉 (stat) are obtained as explained in Section 4.4.2. 〈χ2/NDF 〉 is the average
of reduced χ2 of NBD fits over all window positions. 〈NDF 〉 is the average of
the degree of freedom of NBD fits over all window positions. Systematic errors
δ〈kc〉 (dead), δ〈kc〉 (fake) and δ〈kc〉 (total) are explained in Section 4.4.2.
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96 APPENDIX A. TABLES OF NBD FIT RESULTS

Table A.1: NBD fit results in centrality 0-10%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 77.535 (60.011) ± 0.108 114.28 (88.45) ± 3.21 0.96 (71.0) ±2.89 ±2.28 ±4.89
0.678 75.445 (58.445) ± 0.106 113.11 (87.62) ± 3.29 0.89 (69.7) ±4.92 ±3.31 ±6.78
0.656 72.977 (56.455) ± 0.103 114.40 (88.50) ± 3.38 0.95 (68.2) ±4.33 ±3.04 ±6.28
0.634 70.485 (54.450) ± 0.101 114.02 (88.08) ± 3.42 0.92 (66.7) ±4.54 ±3.01 ±6.43
0.613 67.998 (52.489) ± 0.099 114.44 (88.33) ± 3.52 0.94 (65.3) ±3.79 ±2.31 ±5.66
0.591 65.530 (50.572) ± 0.096 114.28 (88.18) ± 3.60 0.95 (63.9) ±3.59 ±2.62 ±5.72
0.569 63.050 (48.609) ± 0.094 114.62 (88.35) ± 3.71 0.97 (62.3) ±3.88 ±2.80 ±6.05
0.547 60.569 (46.624) ± 0.091 114.27 (87.94) ± 3.80 0.96 (60.8) ±3.61 ±2.98 ±6.03
0.525 58.100 (44.655) ± 0.089 114.38 (87.89) ± 3.92 0.95 (59.7) ±3.79 ±2.87 ±6.16
0.503 55.637 (42.682) ± 0.086 114.36 (87.70) ± 4.03 0.93 (57.8) ±3.64 ±3.17 ±6.29
0.481 53.164 (40.688) ± 0.084 114.41 (87.54) ± 4.17 0.94 (56.3) ±4.24 ±3.40 ±6.85
0.459 50.682 (38.672) ± 0.081 115.19 (87.87) ± 4.35 0.98 (54.2) ±4.10 ±3.14 ±6.75
0.438 48.209 (36.654) ± 0.079 114.89 (87.33) ± 4.51 0.98 (52.4) ±4.49 ±3.72 ±7.37
0.416 45.743 (34.645) ± 0.076 115.05 (87.11) ± 4.71 0.98 (50.3) ±4.79 ±3.49 ±7.57
0.394 43.283 (32.654) ± 0.074 114.86 (86.61) ± 4.90 0.97 (48.3) ±4.37 ±4.15 ±7.77
0.372 40.838 (30.677) ± 0.071 115.20 (86.46) ± 5.17 1.00 (46.2) ±4.22 ±4.10 ±7.83
0.350 38.424 (28.782) ± 0.049 115.87 (86.69) ± 3.88 1.04 (44.5) ±3.81 ±4.22 ±6.88
0.328 36.034 (27.062) ± 0.047 115.35 (86.43) ± 4.04 1.04 (42.9) ±4.04 ±4.58 ±7.32
0.306 33.665 (25.363) ± 0.045 114.46 (86.00) ± 4.21 1.08 (41.2) ±4.28 ±4.89 ±7.74
0.284 31.288 (23.638) ± 0.043 113.91 (85.92) ± 4.39 1.09 (39.9) ±3.60 ±5.13 ±7.65
0.263 28.916 (21.900) ± 0.041 111.53 (84.56) ± 4.51 1.10 (37.9) ±3.75 ±5.29 ±7.90
0.241 26.542 (20.145) ± 0.039 109.53 (83.35) ± 4.67 1.08 (36.3) ±3.71 ±5.40 ±8.04
0.219 24.155 (18.360) ± 0.030 107.67 (82.28) ± 4.03 1.11 (34.4) ±3.66 ±5.96 ±8.07
0.197 21.758 (16.553) ± 0.028 105.84 (80.90) ± 4.29 1.15 (32.4) ±3.17 ±6.12 ±8.12
0.175 19.355 (14.723) ± 0.023 102.63 (78.59) ± 3.96 1.21 (30.1) ±3.59 ±6.85 ±8.69
0.153 16.948 (12.880) ± 0.021 97.91 (75.16) ± 4.19 1.25 (27.6) ±3.83 ±6.93 ±8.96
0.131 14.536 (11.031) ± 0.017 93.93 (72.13) ± 4.01 1.34 (24.9) ±3.77 ±7.03 ±8.93
0.109 12.119 (9.172) ± 0.014 87.92 (66.93) ± 3.81 1.39 (21.9) ±3.48 ±7.30 ±8.94
0.087 9.695 (7.305) ± 0.011 78.94 (58.95) ± 3.35 1.34 (18.7) ±3.48 ±7.34 ±8.79
0.066 7.308 (5.685) ± 0.008 65.53 (49.27) ± 2.87 1.09 (15.4) ±4.05 ±6.83 ±8.45

Table A.2: NBD fit results in centrality 5-15%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 66.445 (51.428) ± 0.098 80.80 (62.54) ± 1.92 1.20 (68.0) ±2.14 ±2.17 ±3.60
0.678 64.658 (50.089) ± 0.097 80.40 (62.28) ± 1.95 1.15 (66.4) ±3.40 ±1.53 ±4.21
0.656 62.535 (48.377) ± 0.094 81.17 (62.79) ± 1.99 1.20 (65.0) ±2.28 ±1.11 ±3.22
0.634 60.379 (46.644) ± 0.092 81.10 (62.65) ± 2.02 1.23 (64.1) ±2.24 ±1.57 ±3.40
0.613 58.258 (44.970) ± 0.090 80.61 (62.21) ± 2.06 1.21 (62.4) ±2.75 ±1.43 ±3.72
0.591 56.156 (43.337) ± 0.088 79.66 (61.47) ± 2.08 1.12 (60.6) ±2.85 ±1.50 ±3.83
0.569 54.043 (41.665) ± 0.085 79.26 (61.09) ± 2.12 1.07 (59.2) ±2.59 ±1.88 ±3.83
0.547 51.923 (39.968) ± 0.083 78.98 (60.79) ± 2.17 1.09 (57.4) ±2.90 ±1.68 ±3.99
0.525 49.809 (38.283) ± 0.081 79.14 (60.81) ± 2.23 1.11 (56.2) ±2.83 ±1.88 ±4.07
0.503 47.691 (36.586) ± 0.078 79.62 (61.06) ± 2.32 1.13 (54.7) ±2.15 ±1.91 ±3.69
0.481 45.573 (34.878) ± 0.076 79.66 (60.95) ± 2.39 1.13 (53.0) ±2.35 ±1.59 ±3.71
0.459 43.446 (33.150) ± 0.073 80.40 (61.33) ± 2.48 1.18 (51.3) ±2.25 ±1.70 ±3.76
0.438 41.327 (31.420) ± 0.071 79.99 (60.80) ± 2.56 1.15 (49.4) ±2.84 ±2.29 ±4.46
0.416 39.211 (29.696) ± 0.069 80.34 (60.83) ± 2.67 1.18 (47.7) ±2.98 ±2.03 ±4.49
0.394 37.107 (27.993) ± 0.067 80.40 (60.62) ± 2.79 1.15 (45.9) ±3.24 ±2.36 ±4.88
0.372 35.007 (26.295) ± 0.064 80.45 (60.38) ± 2.92 1.18 (43.9) ±3.19 ±2.29 ±4.89
0.350 32.938 (24.672) ± 0.044 80.58 (60.28) ± 2.17 1.21 (42.1) ±3.22 ±2.23 ±4.48
0.328 30.889 (23.196) ± 0.042 80.09 (60.08) ± 2.25 1.22 (40.3) ±3.29 ±2.71 ±4.82
0.306 28.861 (21.741) ± 0.040 79.49 (59.81) ± 2.33 1.22 (38.6) ±3.21 ±2.56 ±4.73
0.284 26.832 (20.270) ± 0.038 79.11 (59.73) ± 2.44 1.24 (37.0) ±2.85 ±2.87 ±4.72
0.263 24.795 (18.778) ± 0.036 78.06 (59.22) ± 2.55 1.23 (35.3) ±3.01 ±3.26 ±5.12
0.241 22.758 (17.270) ± 0.035 77.16 (58.82) ± 2.68 1.22 (33.8) ±2.93 ±3.39 ±5.22
0.219 20.708 (15.737) ± 0.026 76.33 (58.44) ± 2.32 1.27 (32.1) ±2.56 ±3.09 ±4.64
0.197 18.654 (14.187) ± 0.025 75.26 (57.80) ± 2.47 1.29 (30.2) ±2.84 ±3.67 ±5.26
0.175 16.591 (12.614) ± 0.020 73.89 (56.91) ± 2.30 1.36 (28.1) ±2.74 ±3.58 ±5.06
0.153 14.526 (11.035) ± 0.019 71.68 (55.18) ± 2.44 1.41 (25.9) ±2.84 ±3.97 ±5.46
0.131 12.458 (9.451) ± 0.015 69.08 (53.03) ± 2.31 1.47 (23.1) ±2.81 ±4.10 ±5.48
0.109 10.385 (7.857) ± 0.013 65.32 (49.65) ± 2.23 1.46 (20.3) ±2.92 ±4.28 ±5.64
0.087 8.306 (6.253) ± 0.010 59.45 (44.57) ± 2.03 1.29 (17.4) ±2.58 ±4.32 ±5.43
0.066 6.262 (4.870) ± 0.007 51.33 (38.86) ± 1.88 0.89 (14.4) ±2.75 ±4.18 ±5.34
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Table A.3: NBD fit results in centrality 10-20%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 55.290 (42.794) ± 0.090 63.58 (49.21) ± 1.47 1.14 (64.0) ±0.37 ±0.57 ±1.62
0.678 53.832 (41.701) ± 0.089 62.10 (48.11) ± 1.46 0.93 (63.1) ±2.48 ±2.60 ±3.88
0.656 52.092 (40.299) ± 0.087 61.78 (47.79) ± 1.48 0.88 (62.3) ±2.34 ±1.54 ±3.17
0.634 50.301 (38.858) ± 0.085 61.91 (47.82) ± 1.51 0.90 (60.3) ±2.06 ±1.23 ±2.83
0.613 48.533 (37.463) ± 0.082 61.80 (47.70) ± 1.54 0.88 (58.5) ±2.10 ±1.09 ±2.83
0.591 46.769 (36.093) ± 0.080 62.00 (47.85) ± 1.58 0.90 (57.9) ±1.74 ±1.21 ±2.64
0.569 45.006 (34.698) ± 0.078 61.89 (47.71) ± 1.61 0.87 (56.6) ±1.77 ±1.06 ±2.62
0.547 43.255 (33.296) ± 0.076 61.70 (47.49) ± 1.65 0.88 (55.1) ±1.80 ±1.34 ±2.78
0.525 41.499 (31.895) ± 0.074 61.86 (47.55) ± 1.70 0.89 (53.8) ±1.95 ±1.21 ±2.86
0.503 39.742 (30.488) ± 0.072 61.94 (47.51) ± 1.75 0.90 (52.4) ±1.89 ±1.38 ±2.92
0.481 37.976 (29.063) ± 0.070 61.92 (47.38) ± 1.80 0.90 (50.8) ±1.84 ±1.26 ±2.87
0.459 36.206 (27.625) ± 0.067 61.91 (47.24) ± 1.85 0.91 (48.8) ±1.84 ±1.46 ±2.99
0.438 34.435 (26.179) ± 0.065 61.83 (47.01) ± 1.91 0.91 (47.2) ±1.91 ±1.55 ±3.12
0.416 32.667 (24.739) ± 0.063 62.02 (46.98) ± 1.99 0.95 (45.6) ±1.96 ±1.63 ±3.23
0.394 30.908 (23.315) ± 0.061 62.18 (46.92) ± 2.07 1.00 (43.8) ±2.02 ±1.58 ±3.30
0.372 29.156 (21.898) ± 0.059 62.35 (46.85) ± 2.16 1.02 (42.1) ±2.14 ±1.69 ±3.48
0.350 27.434 (20.547) ± 0.040 62.21 (46.61) ± 1.59 1.02 (40.4) ±2.30 ±1.77 ±3.31
0.328 25.727 (19.316) ± 0.038 61.90 (46.54) ± 1.64 1.06 (38.6) ±2.05 ±1.66 ±3.11
0.306 24.039 (18.105) ± 0.037 61.43 (46.42) ± 1.71 1.09 (36.8) ±2.09 ±1.68 ±3.17
0.284 22.347 (16.876) ± 0.035 60.84 (46.18) ± 1.77 1.10 (35.1) ±2.30 ±1.84 ±3.44
0.263 20.653 (15.635) ± 0.033 60.20 (45.91) ± 1.85 1.12 (33.3) ±2.19 ±1.93 ±3.45
0.241 18.956 (14.380) ± 0.032 59.81 (45.79) ± 1.95 1.19 (31.6) ±2.27 ±1.91 ±3.54
0.219 17.251 (13.105) ± 0.024 59.09 (45.44) ± 1.68 1.22 (29.7) ±2.19 ±2.04 ±3.43
0.197 15.537 (11.813) ± 0.023 58.31 (44.99) ± 1.78 1.25 (27.6) ±2.23 ±2.11 ±3.55
0.175 13.816 (10.501) ± 0.018 57.38 (44.38) ± 1.65 1.31 (25.5) ±1.84 ±2.17 ±3.29
0.153 12.090 (9.179) ± 0.017 55.59 (43.04) ± 1.75 1.33 (23.0) ±1.77 ±2.18 ±3.31
0.131 10.367 (7.858) ± 0.014 52.81 (40.76) ± 1.63 1.27 (20.6) ±1.83 ±2.31 ±3.36
0.109 8.639 (6.528) ± 0.011 49.83 (38.38) ± 1.57 1.14 (18.2) ±1.85 ±2.55 ±3.52
0.087 6.909 (5.194) ± 0.009 46.30 (35.28) ± 1.45 0.97 (15.6) ±1.82 ±2.85 ±3.68
0.066 5.215 (4.052) ± 0.007 42.21 (32.18) ± 1.43 0.75 (13.0) ±2.04 ±2.90 ±3.82

Table A.4: NBD fit results in centrality 15-25%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 45.868 (35.502) ± 0.082 53.43 (41.35) ± 1.25 1.06 (57.0) ±1.83 ±1.78 ±2.85
0.678 44.657 (34.594) ± 0.080 53.48 (41.43) ± 1.29 0.95 (55.3) ±1.49 ±0.53 ±2.04
0.656 43.211 (33.428) ± 0.078 53.45 (41.35) ± 1.31 0.98 (54.2) ±1.53 ±0.71 ±2.14
0.634 41.737 (32.242) ± 0.076 53.70 (41.48) ± 1.35 0.96 (53.0) ±1.43 ±0.58 ±2.05
0.613 40.288 (31.098) ± 0.075 53.41 (41.23) ± 1.38 0.92 (51.2) ±1.94 ±1.12 ±2.63
0.591 38.829 (29.965) ± 0.073 53.66 (41.42) ± 1.42 0.96 (50.3) ±1.71 ±0.70 ±2.33
0.569 37.368 (28.808) ± 0.071 53.48 (41.23) ± 1.45 0.94 (49.0) ±1.76 ±0.82 ±2.42
0.547 35.911 (27.642) ± 0.069 53.32 (41.04) ± 1.48 0.91 (47.6) ±1.77 ±0.88 ±2.47
0.525 34.454 (26.481) ± 0.067 53.41 (41.05) ± 1.52 0.95 (46.1) ±1.75 ±0.76 ±2.44
0.503 32.995 (25.311) ± 0.065 53.58 (41.11) ± 1.56 1.02 (44.9) ±1.50 ±0.81 ±2.31
0.481 31.532 (24.131) ± 0.063 53.73 (41.13) ± 1.61 1.02 (44.0) ±1.50 ±0.66 ±2.29
0.459 30.062 (22.936) ± 0.061 53.65 (40.95) ± 1.65 1.02 (42.8) ±1.57 ±0.86 ±2.44
0.438 28.591 (21.736) ± 0.059 53.69 (40.84) ± 1.71 1.03 (41.4) ±1.70 ±0.87 ±2.57
0.416 27.125 (20.541) ± 0.057 53.76 (40.75) ± 1.78 1.04 (40.0) ±1.71 ±0.84 ±2.61
0.394 25.664 (19.358) ± 0.055 53.81 (40.64) ± 1.84 1.03 (38.5) ±1.78 ±1.07 ±2.78
0.372 24.206 (18.179) ± 0.053 54.03 (40.64) ± 1.93 1.05 (37.1) ±1.71 ±1.02 ±2.77
0.350 22.778 (17.058) ± 0.036 54.05 (40.55) ± 1.42 1.09 (35.7) ±1.94 ±1.07 ±2.63
0.328 21.359 (16.035) ± 0.035 53.79 (40.53) ± 1.48 1.12 (34.5) ±1.74 ±1.02 ±2.50
0.306 19.955 (15.027) ± 0.033 53.36 (40.43) ± 1.54 1.14 (33.2) ±1.74 ±1.09 ±2.57
0.284 18.552 (14.008) ± 0.032 52.52 (40.03) ± 1.59 1.16 (31.7) ±1.78 ±1.17 ±2.66
0.263 17.146 (12.979) ± 0.030 51.86 (39.73) ± 1.66 1.19 (29.9) ±1.63 ±1.17 ±2.60
0.241 15.736 (11.936) ± 0.029 51.03 (39.31) ± 1.74 1.25 (28.0) ±1.53 ±1.28 ±2.65
0.219 14.320 (10.876) ± 0.022 49.80 (38.58) ± 1.48 1.26 (26.0) ±1.69 ±1.32 ±2.60
0.197 12.897 (9.802) ± 0.021 48.78 (37.96) ± 1.57 1.26 (24.1) ±1.43 ±1.39 ±2.53
0.175 11.465 (8.711) ± 0.017 47.43 (37.04) ± 1.43 1.26 (22.3) ±1.39 ±1.30 ±2.38
0.153 10.030 (7.612) ± 0.015 45.48 (35.65) ± 1.51 1.21 (20.2) ±1.13 ±1.41 ±2.36
0.131 8.597 (6.513) ± 0.013 43.13 (33.84) ± 1.41 1.06 (18.1) ±1.27 ±1.55 ±2.45
0.109 7.163 (5.409) ± 0.011 40.33 (31.64) ± 1.34 0.79 (15.9) ±1.21 ±1.67 ±2.45
0.087 5.730 (4.304) ± 0.008 37.88 (29.64) ± 1.27 0.64 (13.7) ±1.15 ±1.77 ±2.47
0.066 4.327 (3.360) ± 0.006 35.48 (27.59) ± 1.28 0.54 (11.6) ±1.20 ±1.96 ±2.63
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Table A.5: NBD fit results in centrality 20-30%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 37.610 (29.110) ± 0.073 47.51 (36.77) ± 1.17 0.82 (53.0) ±1.28 ±0.76 ±1.89
0.678 36.606 (28.358) ± 0.072 47.66 (36.92) ± 1.20 0.86 (51.7) ±1.61 ±0.68 ±2.12
0.656 35.403 (27.388) ± 0.070 47.76 (36.94) ± 1.22 0.83 (51.4) ±1.10 ±0.43 ±1.70
0.634 34.199 (26.419) ± 0.069 47.45 (36.66) ± 1.24 0.83 (50.2) ±1.54 ±0.65 ±2.08
0.613 33.002 (25.474) ± 0.067 47.80 (36.90) ± 1.27 0.97 (49.3) ±0.99 ±0.68 ±1.75
0.591 31.812 (24.550) ± 0.065 47.37 (36.56) ± 1.28 0.96 (48.6) ±1.29 ±0.62 ±1.92
0.569 30.609 (23.598) ± 0.063 47.42 (36.56) ± 1.31 0.93 (47.7) ±1.12 ±0.51 ±1.80
0.547 29.413 (22.641) ± 0.062 47.14 (36.29) ± 1.34 0.92 (46.0) ±1.26 ±0.68 ±1.96
0.525 28.218 (21.688) ± 0.060 47.13 (36.23) ± 1.37 0.94 (44.8) ±1.38 ±0.66 ±2.05
0.503 27.021 (20.729) ± 0.058 47.16 (36.19) ± 1.41 0.98 (43.6) ±1.29 ±0.53 ±1.98
0.481 25.823 (19.762) ± 0.057 47.14 (36.08) ± 1.45 0.98 (42.2) ±1.40 ±0.52 ±2.08
0.459 24.623 (18.787) ± 0.055 47.14 (35.98) ± 1.50 0.98 (41.1) ±1.37 ±0.57 ±2.11
0.438 23.421 (17.806) ± 0.053 46.88 (35.66) ± 1.54 0.95 (39.4) ±1.53 ±0.68 ±2.28
0.416 22.218 (16.826) ± 0.051 47.13 (35.72) ± 1.61 1.02 (38.0) ±1.42 ±0.55 ±2.21
0.394 21.024 (15.858) ± 0.050 46.86 (35.38) ± 1.67 0.99 (36.6) ±1.61 ±0.68 ±2.42
0.372 19.831 (14.894) ± 0.048 46.92 (35.28) ± 1.74 1.00 (35.1) ±1.60 ±0.78 ±2.49
0.350 18.658 (13.973) ± 0.033 46.79 (35.08) ± 1.29 1.02 (33.7) ±1.63 ±0.83 ±2.23
0.328 17.499 (13.138) ± 0.031 46.40 (34.90) ± 1.33 1.02 (32.1) ±1.63 ±0.79 ±2.25
0.306 16.350 (12.314) ± 0.030 46.22 (34.90) ± 1.40 1.07 (30.6) ±1.72 ±0.73 ±2.33
0.284 15.201 (11.480) ± 0.029 45.61 (34.60) ± 1.45 1.06 (29.0) ±1.56 ±0.82 ±2.28
0.263 14.048 (10.636) ± 0.027 44.99 (34.29) ± 1.51 1.06 (27.4) ±1.65 ±0.90 ±2.41
0.241 12.892 (9.781) ± 0.026 44.22 (33.84) ± 1.58 1.07 (25.6) ±1.54 ±0.91 ±2.39
0.219 11.729 (8.913) ± 0.020 43.26 (33.22) ± 1.34 1.05 (24.0) ±1.36 ±0.93 ±2.13
0.197 10.561 (8.032) ± 0.019 42.28 (32.55) ± 1.41 1.05 (22.4) ±1.30 ±0.95 ±2.14
0.175 9.389 (7.139) ± 0.015 41.04 (31.68) ± 1.29 0.96 (20.4) ±1.26 ±0.96 ±2.04
0.153 8.216 (6.239) ± 0.014 39.50 (30.60) ± 1.36 0.83 (18.6) ±1.18 ±1.13 ±2.13
0.131 7.045 (5.342) ± 0.012 38.08 (29.47) ± 1.31 0.68 (16.6) ±1.07 ±1.20 ±2.08
0.109 5.871 (4.439) ± 0.009 36.53 (28.20) ± 1.30 0.54 (14.7) ±1.08 ±1.31 ±2.14
0.087 4.697 (3.532) ± 0.007 35.06 (27.06) ± 1.31 0.51 (12.4) ±1.03 ±1.57 ±2.29
0.066 3.547 (2.756) ± 0.005 32.64 (25.34) ± 1.37 0.46 (10.4) ±1.02 ±1.72 ±2.42

Table A.6: NBD fit results in centrality 25-35%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 30.796 (23.836) ± 0.065 41.09 (31.80) ± 1.05 0.77 (48.0) ±1.99 ±0.38 ±2.28
0.678 29.940 (23.193) ± 0.063 41.40 (32.07) ± 1.06 0.83 (48.9) ±1.53 ±0.13 ±1.87
0.656 28.970 (22.412) ± 0.062 41.18 (31.85) ± 1.07 0.81 (47.9) ±1.52 ±0.55 ±1.94
0.634 27.967 (21.605) ± 0.060 41.07 (31.73) ± 1.09 0.84 (46.8) ±1.36 ±0.47 ±1.81
0.613 26.977 (20.823) ± 0.059 40.97 (31.62) ± 1.11 0.85 (45.4) ±1.15 ±0.55 ±1.69
0.591 26.003 (20.068) ± 0.058 40.72 (31.42) ± 1.12 0.88 (44.1) ±1.23 ±0.36 ±1.71
0.569 25.020 (19.289) ± 0.056 40.64 (31.33) ± 1.15 0.89 (42.6) ±1.43 ±0.53 ±1.91
0.547 24.036 (18.502) ± 0.055 40.41 (31.11) ± 1.17 0.91 (41.1) ±1.35 ±0.55 ±1.87
0.525 23.058 (17.722) ± 0.053 40.37 (31.03) ± 1.20 0.91 (40.0) ±1.37 ±0.44 ±1.87
0.503 22.086 (16.943) ± 0.052 40.25 (30.88) ± 1.23 0.90 (38.8) ±1.54 ±0.55 ±2.05
0.481 21.108 (16.155) ± 0.050 40.05 (30.66) ± 1.26 0.91 (37.2) ±1.56 ±0.48 ±2.07
0.459 20.126 (15.356) ± 0.049 40.00 (30.53) ± 1.30 0.92 (35.9) ±1.59 ±0.39 ±2.09
0.438 19.143 (14.554) ± 0.047 39.77 (30.26) ± 1.34 0.92 (34.6) ±1.62 ±0.42 ±2.15
0.416 18.163 (13.755) ± 0.046 39.51 (29.96) ± 1.38 0.88 (33.3) ±1.70 ±0.52 ±2.25
0.394 17.184 (12.962) ± 0.044 39.36 (29.73) ± 1.44 0.91 (31.8) ±1.72 ±0.50 ±2.29
0.372 16.206 (12.172) ± 0.043 39.43 (29.67) ± 1.50 0.95 (30.6) ±1.64 ±0.43 ±2.27
0.350 15.249 (11.420) ± 0.029 39.31 (29.50) ± 1.11 0.98 (29.2) ±1.63 ±0.51 ±2.04
0.328 14.299 (10.736) ± 0.028 38.92 (29.31) ± 1.14 1.00 (27.9) ±1.55 ±0.53 ±2.00
0.306 13.362 (10.063) ± 0.027 38.24 (28.93) ± 1.18 0.97 (26.5) ±1.56 ±0.56 ±2.04
0.284 12.422 (9.381) ± 0.026 37.66 (28.62) ± 1.22 0.95 (25.2) ±1.48 ±0.63 ±2.02
0.263 11.476 (8.689) ± 0.024 37.27 (28.42) ± 1.28 0.97 (23.9) ±1.35 ±0.59 ±1.95
0.241 10.531 (7.990) ± 0.023 36.55 (27.96) ± 1.33 0.91 (22.4) ±1.35 ±0.60 ±1.99
0.219 9.581 (7.281) ± 0.018 35.75 (27.42) ± 1.13 0.78 (21.0) ±1.21 ±0.67 ±1.78
0.197 8.626 (6.560) ± 0.017 35.01 (26.95) ± 1.19 0.73 (19.3) ±1.15 ±0.74 ±1.81
0.175 7.670 (5.832) ± 0.013 34.26 (26.41) ± 1.09 0.63 (17.6) ±1.20 ±0.74 ±1.78
0.153 6.712 (5.099) ± 0.013 33.65 (25.96) ± 1.19 0.59 (16.0) ±1.12 ±0.82 ±1.82
0.131 5.756 (4.365) ± 0.010 32.98 (25.42) ± 1.16 0.53 (14.3) ±0.98 ±0.85 ±1.74
0.109 4.800 (3.629) ± 0.009 31.80 (24.50) ± 1.17 0.48 (12.4) ±1.01 ±0.95 ±1.82
0.087 3.841 (2.888) ± 0.006 30.92 (23.78) ± 1.17 0.54 (10.7) ±0.94 ±1.11 ±1.87
0.066 2.902 (2.255) ± 0.005 28.55 (22.23) ± 1.20 0.47 (9.0) ±0.98 ±1.24 ±1.98
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Table A.7: NBD fit results in centrality 30-40%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 24.860 (19.241) ± 0.058 34.21 (26.48) ± 0.88 0.75 (47.0) ±1.14 ±0.33 ±1.47
0.678 24.177 (18.729) ± 0.057 34.00 (26.34) ± 0.88 0.77 (45.9) ±1.12 ±0.30 ±1.46
0.656 23.382 (18.088) ± 0.055 33.88 (26.21) ± 0.90 0.81 (44.2) ±0.91 ±0.29 ±1.31
0.634 22.573 (17.438) ± 0.054 33.73 (26.06) ± 0.91 0.90 (42.5) ±1.10 ±0.25 ±1.45
0.613 21.776 (16.808) ± 0.053 33.63 (25.96) ± 0.93 0.94 (40.9) ±1.08 ±0.27 ±1.44
0.591 20.986 (16.195) ± 0.051 33.54 (25.89) ± 0.94 0.92 (39.8) ±0.97 ±0.25 ±1.38
0.569 20.198 (15.571) ± 0.050 33.46 (25.80) ± 0.97 0.97 (38.4) ±1.04 ±0.26 ±1.44
0.547 19.406 (14.937) ± 0.049 33.43 (25.74) ± 0.99 1.01 (37.2) ±1.04 ±0.24 ±1.45
0.525 18.616 (14.307) ± 0.048 33.48 (25.74) ± 1.02 1.03 (36.0) ±1.04 ±0.25 ±1.48
0.503 17.830 (13.678) ± 0.046 33.37 (25.61) ± 1.05 1.06 (34.7) ±1.07 ±0.28 ±1.52
0.481 17.040 (13.040) ± 0.045 33.31 (25.51) ± 1.08 1.03 (33.4) ±1.11 ±0.28 ±1.58
0.459 16.246 (12.395) ± 0.043 33.30 (25.43) ± 1.12 1.04 (32.2) ±1.03 ±0.28 ±1.55
0.438 15.451 (11.746) ± 0.042 33.14 (25.23) ± 1.16 1.03 (31.0) ±1.09 ±0.34 ±1.63
0.416 14.662 (11.103) ± 0.041 32.95 (24.99) ± 1.20 0.97 (29.7) ±1.18 ±0.38 ±1.73
0.394 13.869 (10.461) ± 0.040 32.84 (24.83) ± 1.25 0.99 (28.4) ±1.21 ±0.33 ±1.77
0.372 13.081 (9.824) ± 0.038 32.69 (24.61) ± 1.30 1.00 (26.8) ±1.08 ±0.36 ±1.73
0.350 12.306 (9.216) ± 0.026 32.49 (24.40) ± 0.95 1.00 (25.5) ±1.05 ±0.35 ±1.46
0.328 11.540 (8.663) ± 0.025 31.92 (24.08) ± 0.98 0.99 (24.2) ±1.05 ±0.36 ±1.48
0.306 10.781 (8.119) ± 0.024 31.35 (23.78) ± 1.00 0.94 (23.1) ±1.05 ±0.36 ±1.49
0.284 10.020 (7.565) ± 0.023 30.76 (23.49) ± 1.04 0.91 (22.0) ±1.01 ±0.35 ±1.49
0.263 9.258 (7.008) ± 0.022 30.22 (23.20) ± 1.07 0.83 (20.8) ±0.93 ±0.36 ±1.46
0.241 8.494 (6.443) ± 0.021 29.75 (22.94) ± 1.12 0.77 (19.5) ±0.91 ±0.39 ±1.49
0.219 7.727 (5.870) ± 0.016 29.20 (22.62) ± 0.95 0.70 (18.3) ±0.85 ±0.37 ±1.33
0.197 6.958 (5.290) ± 0.015 28.62 (22.29) ± 1.01 0.65 (17.0) ±0.76 ±0.38 ±1.32
0.175 6.187 (4.702) ± 0.012 27.94 (21.88) ± 0.93 0.59 (15.5) ±0.83 ±0.46 ±1.33
0.153 5.416 (4.112) ± 0.011 27.29 (21.40) ± 1.00 0.50 (14.0) ±0.84 ±0.56 ±1.42
0.131 4.645 (3.520) ± 0.009 26.74 (20.98) ± 0.99 0.50 (12.5) ±0.81 ±0.60 ±1.41
0.109 3.873 (2.926) ± 0.008 25.80 (20.22) ± 1.01 0.50 (10.9) ±0.86 ±0.66 ±1.48
0.087 3.098 (2.328) ± 0.006 24.72 (19.40) ± 1.02 0.54 (9.4) ±0.75 ±0.74 ±1.46
0.066 2.341 (1.819) ± 0.004 22.77 (17.95) ± 1.02 0.49 (8.0) ±0.64 ±0.81 ±1.45

Table A.8: NBD fit results in centrality 35-45%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 19.726 (15.268) ± 0.051 29.23 (22.62) ± 0.80 1.12 (40.0) ±0.69 ±0.09 ±1.06
0.678 19.191 (14.867) ± 0.050 29.24 (22.65) ± 0.81 1.02 (39.0) ±0.58 ±0.17 ±1.01
0.656 18.568 (14.364) ± 0.049 29.05 (22.47) ± 0.82 0.98 (38.2) ±0.76 ±0.16 ±1.13
0.634 17.920 (13.844) ± 0.048 29.04 (22.43) ± 0.83 1.09 (37.1) ±0.73 ±0.13 ±1.12
0.613 17.291 (13.348) ± 0.046 28.91 (22.31) ± 0.85 1.06 (36.2) ±0.77 ±0.10 ±1.15
0.591 16.672 (12.867) ± 0.045 28.64 (22.10) ± 0.86 1.04 (35.3) ±0.86 ±0.20 ±1.23
0.569 16.044 (12.369) ± 0.044 28.57 (22.02) ± 0.88 1.06 (34.2) ±0.79 ±0.18 ±1.20
0.547 15.417 (11.867) ± 0.043 28.48 (21.92) ± 0.90 1.07 (33.3) ±0.91 ±0.24 ±1.30
0.525 14.789 (11.366) ± 0.042 28.48 (21.89) ± 0.92 1.12 (32.2) ±0.88 ±0.21 ±1.29
0.503 14.165 (10.866) ± 0.041 28.36 (21.76) ± 0.94 1.10 (31.2) ±0.82 ±0.21 ±1.26
0.481 13.537 (10.360) ± 0.040 28.27 (21.64) ± 0.97 1.11 (29.9) ±0.85 ±0.20 ±1.31
0.459 12.908 (9.849) ± 0.039 28.14 (21.47) ± 1.00 1.11 (28.8) ±0.92 ±0.21 ±1.38
0.438 12.276 (9.334) ± 0.037 28.00 (21.28) ± 1.03 1.10 (27.7) ±0.88 ±0.23 ±1.37
0.416 11.648 (8.822) ± 0.036 27.82 (21.07) ± 1.06 1.08 (26.6) ±0.89 ±0.23 ±1.40
0.394 11.019 (8.313) ± 0.035 27.61 (20.83) ± 1.09 1.04 (25.5) ±0.96 ±0.26 ±1.47
0.372 10.391 (7.805) ± 0.034 27.49 (20.65) ± 1.13 0.98 (24.5) ±0.85 ±0.26 ±1.44
0.350 9.774 (7.322) ± 0.023 27.32 (20.46) ± 0.83 0.92 (23.4) ±0.81 ±0.21 ±1.18
0.328 9.165 (6.883) ± 0.022 26.94 (20.23) ± 0.85 0.89 (22.4) ±0.75 ±0.21 ±1.15
0.306 8.562 (6.451) ± 0.021 26.60 (20.05) ± 0.87 0.86 (21.4) ±0.72 ±0.16 ±1.14
0.284 7.959 (6.013) ± 0.020 26.19 (19.83) ± 0.90 0.82 (20.2) ±0.73 ±0.21 ±1.18
0.263 7.353 (5.569) ± 0.019 25.80 (19.62) ± 0.93 0.75 (19.3) ±0.73 ±0.22 ±1.21
0.241 6.748 (5.122) ± 0.018 25.24 (19.28) ± 0.97 0.65 (18.3) ±0.80 ±0.29 ±1.29
0.219 6.138 (4.666) ± 0.014 24.84 (19.05) ± 0.83 0.63 (17.1) ±0.61 ±0.29 ±1.07
0.197 5.527 (4.205) ± 0.013 24.45 (18.82) ± 0.88 0.61 (15.9) ±0.62 ±0.28 ±1.11
0.175 4.915 (3.739) ± 0.011 24.05 (18.53) ± 0.81 0.62 (14.7) ±0.55 ±0.30 ±1.03
0.153 4.303 (3.270) ± 0.010 23.55 (18.15) ± 0.88 0.57 (13.3) ±0.60 ±0.37 ±1.13
0.131 3.691 (2.801) ± 0.008 22.88 (17.57) ± 0.85 0.53 (11.8) ±0.59 ±0.38 ±1.11
0.109 3.076 (2.328) ± 0.007 22.21 (16.99) ± 0.88 0.56 (10.4) ±0.51 ±0.41 ±1.10
0.087 2.461 (1.851) ± 0.005 21.27 (16.15) ± 0.89 0.61 (8.9) ±0.56 ±0.47 ±1.16
0.066 1.859 (1.445) ± 0.004 19.60 (14.74) ± 0.92 0.59 (7.4) ±0.70 ±0.52 ±1.27
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Table A.9: NBD fit results in centrality 40-50%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 15.446 (11.955) ± 0.044 23.99 (18.57) ± 0.65 1.07 (36.0) ±1.02 ±0.17 ±1.22
0.678 15.032 (11.644) ± 0.043 23.87 (18.49) ± 0.66 1.08 (35.1) ±0.64 ±0.18 ±0.93
0.656 14.534 (11.243) ± 0.042 24.03 (18.59) ± 0.68 1.24 (34.0) ±0.61 ±0.06 ±0.91
0.634 14.033 (10.841) ± 0.041 24.11 (18.63) ± 0.69 1.25 (33.2) ±0.78 ±0.16 ±1.06
0.613 13.547 (10.457) ± 0.041 23.98 (18.51) ± 0.71 1.18 (32.4) ±0.77 ±0.17 ±1.06
0.591 13.055 (10.075) ± 0.040 23.97 (18.50) ± 0.73 1.15 (31.6) ±0.80 ±0.16 ±1.09
0.569 12.561 (9.684) ± 0.038 23.89 (18.42) ± 0.74 1.16 (30.8) ±0.68 ±0.14 ±1.02
0.547 12.072 (9.293) ± 0.037 23.70 (18.24) ± 0.76 1.09 (30.2) ±0.74 ±0.14 ±1.07
0.525 11.583 (8.903) ± 0.037 23.65 (18.17) ± 0.78 1.02 (29.3) ±0.63 ±0.12 ±1.01
0.503 11.093 (8.510) ± 0.036 23.66 (18.15) ± 0.81 1.05 (28.1) ±0.65 ±0.15 ±1.05
0.481 10.600 (8.112) ± 0.035 23.64 (18.09) ± 0.83 1.00 (27.3) ±0.66 ±0.17 ±1.08
0.459 10.106 (7.711) ± 0.034 23.56 (17.98) ± 0.86 0.95 (26.2) ±0.58 ±0.16 ±1.05
0.438 9.610 (7.306) ± 0.033 23.42 (17.81) ± 0.89 0.86 (25.2) ±0.60 ±0.14 ±1.08
0.416 9.116 (6.904) ± 0.032 23.27 (17.62) ± 0.92 0.80 (23.9) ±0.67 ±0.18 ±1.15
0.394 8.620 (6.503) ± 0.030 23.36 (17.62) ± 0.96 0.81 (22.9) ±0.55 ±0.17 ±1.12
0.372 8.131 (6.107) ± 0.029 23.21 (17.44) ± 1.00 0.72 (22.0) ±0.62 ±0.18 ±1.19
0.350 7.652 (5.731) ± 0.020 22.92 (17.18) ± 0.73 0.64 (20.9) ±0.77 ±0.24 ±1.08
0.328 7.176 (5.388) ± 0.019 22.61 (17.05) ± 0.76 0.63 (19.8) ±0.74 ±0.21 ±1.08
0.306 6.706 (5.050) ± 0.018 22.30 (16.92) ± 0.78 0.62 (18.8) ±0.70 ±0.20 ±1.07
0.284 6.235 (4.708) ± 0.018 22.05 (16.82) ± 0.81 0.60 (18.0) ±0.65 ±0.20 ±1.06
0.263 5.762 (4.362) ± 0.017 21.72 (16.65) ± 0.85 0.59 (17.0) ±0.61 ±0.22 ±1.06
0.241 5.287 (4.011) ± 0.016 21.38 (16.47) ± 0.89 0.60 (16.0) ±0.55 ±0.23 ±1.07
0.219 4.811 (3.656) ± 0.012 20.89 (16.16) ± 0.76 0.57 (14.9) ±0.58 ±0.24 ±0.98
0.197 4.333 (3.295) ± 0.012 20.52 (15.95) ± 0.81 0.53 (13.9) ±0.51 ±0.25 ±0.99
0.175 3.852 (2.929) ± 0.009 20.17 (15.72) ± 0.76 0.54 (12.8) ±0.49 ±0.28 ±0.94
0.153 3.372 (2.561) ± 0.009 19.78 (15.44) ± 0.82 0.51 (11.6) ±0.45 ±0.28 ±0.98
0.131 2.891 (2.192) ± 0.007 19.34 (15.10) ± 0.81 0.49 (10.6) ±0.43 ±0.28 ±0.96
0.109 2.410 (1.821) ± 0.006 18.81 (14.69) ± 0.85 0.46 (9.3) ±0.36 ±0.33 ±0.98
0.087 1.928 (1.449) ± 0.004 18.14 (14.19) ± 0.87 0.48 (7.9) ±0.38 ±0.35 ±1.01
0.066 1.456 (1.131) ± 0.004 17.03 (13.51) ± 0.91 0.48 (6.6) ±0.32 ±0.35 ±1.03

Table A.10: NBD fit results in centrality 45-55%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 11.838 (9.163) ± 0.038 20.15 (15.59) ± 0.61 1.14 (28.0) ±0.71 ±0.06 ±0.94
0.678 11.517 (8.922) ± 0.037 20.06 (15.54) ± 0.61 1.10 (27.9) ±0.60 ±0.03 ±0.86
0.656 11.142 (8.620) ± 0.036 19.94 (15.43) ± 0.62 1.10 (26.6) ±0.48 ±0.08 ±0.79
0.634 10.759 (8.311) ± 0.035 19.94 (15.40) ± 0.64 1.08 (25.8) ±0.47 ±0.11 ±0.80
0.613 10.380 (8.013) ± 0.035 19.99 (15.43) ± 0.65 1.06 (24.9) ±0.51 ±0.08 ±0.83
0.591 10.005 (7.721) ± 0.034 19.95 (15.39) ± 0.67 1.06 (24.1) ±0.41 ±0.11 ±0.79
0.569 9.629 (7.424) ± 0.033 19.85 (15.30) ± 0.68 1.05 (23.2) ±0.44 ±0.10 ±0.82
0.547 9.254 (7.123) ± 0.032 19.76 (15.21) ± 0.70 1.04 (22.5) ±0.47 ±0.12 ±0.85
0.525 8.879 (6.824) ± 0.031 19.73 (15.16) ± 0.72 1.02 (21.8) ±0.42 ±0.11 ±0.84
0.503 8.505 (6.525) ± 0.030 19.69 (15.10) ± 0.74 0.96 (21.4) ±0.42 ±0.13 ±0.86
0.481 8.130 (6.222) ± 0.030 19.63 (15.02) ± 0.76 0.89 (20.7) ±0.44 ±0.14 ±0.89
0.459 7.751 (5.915) ± 0.029 19.62 (14.97) ± 0.79 0.77 (20.1) ±0.49 ±0.14 ±0.94
0.438 7.370 (5.604) ± 0.028 19.66 (14.95) ± 0.82 0.66 (19.6) ±0.49 ±0.14 ±0.96
0.416 6.991 (5.295) ± 0.027 19.74 (14.95) ± 0.85 0.63 (18.8) ±0.49 ±0.16 ±1.00
0.394 6.612 (4.988) ± 0.026 19.80 (14.94) ± 0.89 0.62 (18.1) ±0.55 ±0.17 ±1.06
0.372 6.236 (4.684) ± 0.025 19.79 (14.86) ± 0.93 0.58 (17.3) ±0.56 ±0.17 ±1.10
0.350 5.868 (4.395) ± 0.017 19.74 (14.79) ± 0.69 0.58 (16.7) ±0.55 ±0.20 ±0.91
0.328 5.502 (4.131) ± 0.017 19.58 (14.75) ± 0.72 0.62 (16.1) ±0.52 ±0.21 ±0.91
0.306 5.141 (3.872) ± 0.016 19.30 (14.66) ± 0.74 0.62 (15.5) ±0.51 ±0.19 ±0.92
0.284 4.780 (3.610) ± 0.015 18.97 (14.51) ± 0.78 0.59 (14.9) ±0.47 ±0.17 ±0.93
0.263 4.418 (3.345) ± 0.015 18.76 (14.44) ± 0.82 0.61 (14.2) ±0.48 ±0.21 ±0.97
0.241 4.056 (3.077) ± 0.014 18.53 (14.33) ± 0.87 0.59 (13.6) ±0.48 ±0.19 ±1.01
0.219 3.689 (2.803) ± 0.011 18.38 (14.30) ± 0.76 0.61 (13.0) ±0.49 ±0.19 ±0.93
0.197 3.321 (2.526) ± 0.010 18.29 (14.30) ± 0.83 0.60 (12.2) ±0.44 ±0.20 ±0.96
0.175 2.953 (2.244) ± 0.008 18.03 (14.17) ± 0.79 0.56 (11.4) ±0.52 ±0.20 ±0.97
0.153 2.583 (1.962) ± 0.007 17.80 (14.06) ± 0.89 0.55 (10.4) ±0.46 ±0.22 ±1.02
0.131 2.215 (1.678) ± 0.006 17.55 (13.94) ± 0.92 0.57 (9.3) ±0.34 ±0.24 ±1.00
0.109 1.846 (1.394) ± 0.005 17.10 (13.66) ± 0.98 0.56 (8.2) ±0.34 ±0.29 ±1.08
0.087 1.477 (1.109) ± 0.004 16.55 (13.29) ± 1.05 0.51 (7.0) ±0.29 ±0.27 ±1.12
0.066 1.117 (0.875) ± 0.003 16.05 (12.98) ± 1.09 0.51 (5.8) ±0.26 ±0.34 ±1.17
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Table A.11: NBD fit results in centrality 50-60%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 4.508 (3.489) ± 0.023 8.89 (6.88) ± 0.29 0.90 (15.0) ±0.21 ±0.01 ±0.35
0.678 4.387 (3.398) ± 0.022 8.85 (6.85) ± 0.29 0.90 (14.8) ±0.23 ±0.01 ±0.37
0.656 4.248 (3.286) ± 0.022 8.78 (6.79) ± 0.29 0.76 (14.2) ±0.25 ±0.01 ±0.39
0.634 4.102 (3.169) ± 0.021 8.74 (6.75) ± 0.30 0.76 (13.9) ±0.26 ±0.01 ±0.39
0.613 3.954 (3.052) ± 0.021 8.81 (6.80) ± 0.31 1.14 (13.4) ±0.23 ±0.01 ±0.38
0.591 3.813 (2.942) ± 0.020 8.67 (6.69) ± 0.31 0.91 (13.1) ±0.24 ±0.01 ±0.39
0.569 3.666 (2.827) ± 0.020 8.66 (6.67) ± 0.32 0.96 (12.9) ±0.27 ±0.02 ±0.42
0.547 3.518 (2.708) ± 0.019 8.78 (6.76) ± 0.33 1.19 (12.5) ±0.21 ±0.01 ±0.40
0.525 3.378 (2.596) ± 0.019 8.67 (6.66) ± 0.34 0.93 (12.0) ±0.21 ±0.01 ±0.40
0.503 3.236 (2.482) ± 0.018 8.67 (6.65) ± 0.35 0.86 (11.8) ±0.25 ±0.01 ±0.43
0.481 3.091 (2.366) ± 0.018 8.71 (6.67) ± 0.36 0.88 (11.6) ±0.23 ±0.02 ±0.43
0.459 2.949 (2.250) ± 0.017 8.67 (6.62) ± 0.37 0.80 (11.1) ±0.20 ±0.02 ±0.42
0.438 2.806 (2.133) ± 0.017 8.63 (6.56) ± 0.39 0.76 (10.5) ±0.20 ±0.03 ±0.44
0.416 2.664 (2.017) ± 0.017 8.58 (6.50) ± 0.40 0.65 (9.9) ±0.24 ±0.03 ±0.47
0.394 2.520 (1.901) ± 0.016 8.60 (6.49) ± 0.42 0.64 (9.5) ±0.23 ±0.02 ±0.48
0.372 2.376 (1.785) ± 0.015 8.69 (6.54) ± 0.45 0.75 (8.9) ±0.26 ±0.02 ±0.52
0.350 2.236 (1.675) ± 0.011 8.77 (6.57) ± 0.34 0.73 (8.5) ±0.25 ±0.02 ±0.43
0.328 2.097 (1.575) ± 0.010 8.75 (6.58) ± 0.36 0.69 (8.1) ±0.25 ±0.02 ±0.44
0.306 1.960 (1.476) ± 0.010 8.74 (6.61) ± 0.38 0.74 (7.6) ±0.22 ±0.03 ±0.44
0.284 1.822 (1.376) ± 0.009 8.71 (6.63) ± 0.41 0.75 (7.1) ±0.23 ±0.03 ±0.47
0.263 1.683 (1.274) ± 0.009 8.70 (6.67) ± 0.44 0.78 (6.7) ±0.21 ±0.03 ±0.49
0.241 1.545 (1.172) ± 0.008 8.66 (6.67) ± 0.47 0.75 (6.3) ±0.19 ±0.03 ±0.51
0.219 1.407 (1.069) ± 0.006 8.55 (6.62) ± 0.41 0.70 (5.9) ±0.18 ±0.03 ±0.45
0.197 1.267 (0.963) ± 0.006 8.45 (6.57) ± 0.45 0.59 (5.5) ±0.18 ±0.03 ±0.48
0.175 1.126 (0.856) ± 0.005 8.41 (6.59) ± 0.44 0.59 (5.2) ±0.15 ±0.04 ±0.47
0.153 0.986 (0.749) ± 0.005 8.31 (6.54) ± 0.50 0.58 (4.8) ±0.14 ±0.05 ±0.52
0.131 0.846 (0.641) ± 0.004 8.07 (6.36) ± 0.52 0.52 (4.4) ±0.16 ±0.06 ±0.55
0.109 0.706 (0.534) ± 0.003 7.85 (6.21) ± 0.54 0.40 (3.8) ±0.08 ±0.07 ±0.55
0.087 0.565 (0.424) ± 0.002 7.86 (6.23) ± 0.64 0.58 (3.3) ±0.06 ±0.09 ±0.65
0.066 0.428 (0.339) ± 0.002 7.22 (5.77) ± 0.64 0.44 (2.9) ±0.06 ±0.07 ±0.65

Table A.12: NBD fit results in centrality 55-65%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 3.086 (2.389) ± 0.019 5.90 (4.56) ± 0.20 0.76 (13.0) ±0.25 ±0.01 ±0.32
0.678 3.000 (2.324) ± 0.019 5.88 (4.56) ± 0.20 0.79 (12.7) ±0.13 ±0.01 ±0.24
0.656 2.902 (2.245) ± 0.018 5.85 (4.52) ± 0.20 0.76 (12.5) ±0.14 ±0.02 ±0.24
0.634 2.803 (2.166) ± 0.018 5.78 (4.46) ± 0.20 0.69 (12.2) ±0.14 ±0.02 ±0.25
0.613 2.703 (2.086) ± 0.017 5.80 (4.48) ± 0.21 0.78 (12.1) ±0.07 ±0.02 ±0.22
0.591 2.607 (2.012) ± 0.017 5.76 (4.45) ± 0.21 0.70 (11.3) ±0.14 ±0.02 ±0.25
0.569 2.508 (1.934) ± 0.017 5.76 (4.44) ± 0.22 0.62 (10.9) ±0.13 ±0.02 ±0.25
0.547 2.410 (1.855) ± 0.016 5.75 (4.43) ± 0.23 0.55 (10.3) ±0.12 ±0.04 ±0.26
0.525 2.313 (1.777) ± 0.016 5.75 (4.42) ± 0.23 0.50 (9.9) ±0.16 ±0.04 ±0.28
0.503 2.215 (1.699) ± 0.015 5.76 (4.42) ± 0.24 0.47 (9.6) ±0.16 ±0.01 ±0.29
0.481 2.117 (1.620) ± 0.015 5.79 (4.43) ± 0.25 0.49 (9.2) ±0.16 ±0.01 ±0.30
0.459 2.018 (1.540) ± 0.015 5.78 (4.41) ± 0.26 0.49 (8.9) ±0.16 ±0.01 ±0.30
0.438 1.919 (1.459) ± 0.014 5.79 (4.40) ± 0.27 0.50 (8.8) ±0.17 ±0.02 ±0.32
0.416 1.820 (1.378) ± 0.014 5.81 (4.40) ± 0.28 0.52 (8.6) ±0.20 ±0.03 ±0.34
0.394 1.721 (1.298) ± 0.013 5.84 (4.41) ± 0.30 0.53 (8.4) ±0.15 ±0.02 ±0.34
0.372 1.623 (1.219) ± 0.013 5.84 (4.39) ± 0.32 0.54 (7.8) ±0.18 ±0.01 ±0.36
0.350 1.527 (1.144) ± 0.009 5.87 (4.41) ± 0.24 0.52 (7.6) ±0.21 ±0.01 ±0.32
0.328 1.432 (1.075) ± 0.008 5.86 (4.42) ± 0.25 0.49 (7.4) ±0.24 ±0.02 ±0.34
0.306 1.339 (1.008) ± 0.008 5.85 (4.43) ± 0.27 0.48 (7.2) ±0.21 ±0.02 ±0.34
0.284 1.244 (0.940) ± 0.008 5.85 (4.45) ± 0.28 0.52 (6.9) ±0.21 ±0.02 ±0.35
0.263 1.150 (0.871) ± 0.007 5.85 (4.48) ± 0.31 0.59 (6.5) ±0.14 ±0.02 ±0.34
0.241 1.056 (0.801) ± 0.007 5.83 (4.49) ± 0.33 0.59 (6.2) ±0.11 ±0.02 ±0.35
0.219 0.961 (0.730) ± 0.005 5.81 (4.50) ± 0.29 0.62 (5.9) ±0.10 ±0.03 ±0.31
0.197 0.866 (0.658) ± 0.005 5.73 (4.46) ± 0.32 0.57 (5.5) ±0.10 ±0.03 ±0.34
0.175 0.770 (0.585) ± 0.004 5.72 (4.46) ± 0.32 0.54 (5.2) ±0.10 ±0.04 ±0.33
0.153 0.674 (0.511) ± 0.004 5.67 (4.44) ± 0.36 0.53 (4.8) ±0.09 ±0.06 ±0.38
0.131 0.578 (0.438) ± 0.003 5.50 (4.32) ± 0.36 0.40 (4.5) ±0.05 ±0.07 ±0.37
0.109 0.482 (0.364) ± 0.003 5.31 (4.18) ± 0.39 0.51 (4.0) ±0.05 ±0.10 ±0.41
0.087 0.386 (0.292) ± 0.002 4.90 (3.89) ± 0.43 0.54 (3.6) ±0.05 ±0.02 ±0.43
0.066 0.292 (0.232) ± 0.002 4.56 (3.63) ± 0.44 0.57 (3.1) ±0.05 ±0.05 ±0.45
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Table A.13: NBD fit results in centrality 0-5%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 84.371 (65.303) ± 0.148 341.22 (264.10) ± 31.75 0.54 (58.0) ±54.10 ±6.72 ±63.09
0.678 82.149 (63.638) ± 0.144 359.73 (278.66) ± 35.51 0.58 (57.8) ±29.67 ±26.46 ±53.31
0.656 79.451 (61.463) ± 0.141 369.96 (286.25) ± 37.82 0.66 (56.4) ±13.85 ±14.18 ±42.69
0.634 76.740 (59.282) ± 0.138 370.46 (286.18) ± 38.62 0.63 (55.4) ±19.09 ±14.98 ±45.61
0.613 74.027 (57.142) ± 0.135 372.37 (287.35) ± 40.79 0.62 (54.7) ±13.54 ±15.22 ±45.60
0.591 71.331 (55.050) ± 0.133 374.07 (288.55) ± 42.84 0.64 (53.6) ±13.41 ±17.15 ±48.06
0.569 68.629 (52.910) ± 0.130 374.10 (288.36) ± 44.31 0.64 (52.7) ±18.44 ±19.49 ±51.80
0.547 65.925 (50.747) ± 0.127 367.65 (282.90) ± 44.42 0.64 (52.2) ±16.76 ±24.95 ±53.63
0.525 63.249 (48.612) ± 0.124 368.12 (282.88) ± 46.12 0.68 (51.2) ±16.19 ±24.02 ±54.46
0.503 60.566 (46.465) ± 0.121 364.03 (279.07) ± 46.64 0.65 (50.2) ±15.42 ±23.48 ±54.45
0.481 57.877 (44.295) ± 0.118 362.25 (277.19) ± 48.15 0.65 (49.0) ±12.93 ±24.16 ±55.40
0.459 55.171 (42.098) ± 0.115 363.40 (277.12) ± 50.80 0.66 (47.9) ±13.82 ±20.65 ±56.55
0.438 52.479 (39.900) ± 0.112 355.07 (269.86) ± 51.95 0.64 (46.5) ±9.95 ±25.57 ±58.75
0.416 49.791 (37.710) ± 0.109 352.80 (267.18) ± 54.68 0.66 (45.2) ±14.68 ±26.89 ±62.68
0.394 47.118 (35.547) ± 0.106 349.73 (263.69) ± 57.42 0.64 (43.6) ±13.29 ±32.16 ±67.14
0.372 44.456 (33.395) ± 0.103 347.01 (260.24) ± 64.15 0.65 (42.1) ±3.82 ±30.09 ±70.96
0.350 41.832 (31.335) ± 0.070 340.53 (254.77) ± 52.65 0.67 (40.6) ±11.74 ±34.67 ±64.13
0.328 39.229 (29.465) ± 0.068 340.79 (254.20) ± 55.01 0.65 (39.4) ±2.10 ±27.89 ±61.72
0.306 36.653 (27.626) ± 0.065 332.14 (246.66) ± 60.16 0.68 (37.9) ±12.90 ±31.13 ±68.95
0.284 34.073 (25.755) ± 0.062 333.98 (247.30) ± 64.64 0.69 (37.0) ±1.38 ±33.33 ±72.74
0.263 31.493 (23.870) ± 0.060 313.43 (230.73) ± 62.92 0.69 (35.2) ±1.26 ±26.90 ±68.44
0.241 28.903 (21.959) ± 0.057 294.86 (214.95) ± 59.84 0.68 (33.5) ±2.22 ±32.24 ±68.01
0.219 26.305 (20.020) ± 0.044 278.11 (200.81) ± 51.12 0.69 (31.9) ±3.21 ±29.02 ±58.87
0.197 23.677 (18.009) ± 0.042 253.36 (181.02) ± 56.29 0.71 (30.2) ±6.54 ±23.20 ±61.24
0.175 21.066 (16.025) ± 0.034 232.35 (165.72) ± 50.48 0.73 (28.3) ±3.92 ±24.00 ±56.04
0.153 18.425 (13.948) ± 0.032 199.21 (140.84) ± 48.99 0.75 (26.2) ±8.99 ±17.20 ±52.70
0.131 15.807 (11.964) ± 0.026 181.55 (126.91) ± 37.35 0.80 (24.2) ±10.43 ±17.64 ±42.61
0.109 13.174 (9.949) ± 0.022 157.69 (108.85) ± 28.73 0.83 (21.4) ±3.79 ±14.86 ±32.57
0.087 10.522 (7.808) ± 0.017 125.65 (86.76) ± 21.21 0.80 (18.2) ±3.14 ±11.02 ±24.10
0.066 7.947 (6.122) ± 0.013 97.74 (67.60) ± 13.55 0.73 (15.1) ±8.30 ±9.98 ±18.77

Table A.14: NBD fit results in centrality 5-10%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 72.246 (55.918) ± 0.126 187.62 (145.22) ± 10.56 0.80 (61.0) ±1.88 ±9.61 ±14.40
0.678 70.291 (54.452) ± 0.124 185.02 (143.32) ± 10.61 0.68 (61.3) ±10.46 ±6.69 ±16.33
0.656 67.996 (52.602) ± 0.121 188.09 (145.50) ± 11.00 0.71 (59.8) ±4.99 ±4.56 ±12.91
0.634 65.656 (50.720) ± 0.119 188.72 (145.76) ± 11.29 0.76 (59.0) ±2.81 ±6.48 ±13.32
0.613 63.346 (48.897) ± 0.116 186.50 (143.95) ± 11.39 0.79 (57.0) ±4.55 ±6.31 ±13.79
0.591 61.055 (47.118) ± 0.114 185.01 (142.75) ± 11.53 0.76 (55.6) ±6.00 ±5.32 ±14.04
0.569 58.752 (45.296) ± 0.111 184.61 (142.29) ± 11.90 0.76 (54.0) ±4.96 ±7.98 ±15.16
0.547 56.443 (43.447) ± 0.108 183.38 (141.14) ± 12.28 0.78 (52.2) ±5.40 ±8.57 ±15.92
0.525 54.144 (41.614) ± 0.106 183.73 (141.18) ± 12.87 0.78 (51.2) ±5.90 ±8.41 ±16.47
0.503 51.839 (39.768) ± 0.103 186.84 (143.32) ± 13.65 0.81 (49.4) ±3.47 ±7.23 ±15.83
0.481 49.534 (37.909) ± 0.100 187.11 (143.19) ± 14.16 0.84 (47.9) ±3.90 ±7.38 ±16.44
0.459 47.220 (36.030) ± 0.097 189.72 (144.71) ± 15.07 0.88 (46.3) ±2.39 ±7.36 ±16.94
0.438 44.921 (34.153) ± 0.095 187.66 (142.61) ± 15.56 0.85 (44.6) ±8.12 ±10.08 ±20.24
0.416 42.618 (32.277) ± 0.092 188.72 (142.85) ± 16.50 0.86 (43.1) ±7.80 ±7.74 ±19.83
0.394 40.328 (30.425) ± 0.089 186.94 (140.87) ± 17.11 0.82 (41.6) ±5.86 ±9.43 ±20.40
0.372 38.053 (28.585) ± 0.086 186.28 (139.66) ± 18.10 0.85 (39.9) ±7.17 ±9.93 ±21.86
0.350 35.798 (26.815) ± 0.059 187.25 (139.96) ± 13.64 0.89 (38.5) ±5.58 ±9.02 ±17.28
0.328 33.572 (25.212) ± 0.057 184.92 (138.46) ± 14.19 0.89 (37.3) ±5.46 ±12.28 ±19.55
0.306 31.368 (23.631) ± 0.055 182.12 (136.56) ± 14.59 0.91 (36.0) ±5.25 ±11.88 ±19.53
0.284 29.158 (22.030) ± 0.052 178.29 (134.27) ± 14.70 0.89 (34.6) ±4.86 ±13.82 ±20.75
0.263 26.943 (20.408) ± 0.050 173.07 (131.50) ± 15.26 0.91 (33.1) ±5.84 ±15.75 ±22.69
0.241 24.731 (18.770) ± 0.048 169.01 (129.45) ± 15.73 0.88 (32.1) ±6.53 ±15.73 ±23.19
0.219 22.501 (17.102) ± 0.037 167.76 (129.28) ± 13.97 0.94 (30.7) ±3.27 ±12.91 ±19.31
0.197 20.271 (15.421) ± 0.035 160.25 (123.65) ± 14.29 0.94 (29.1) ±5.43 ±15.13 ±21.52
0.175 18.030 (13.713) ± 0.028 152.49 (118.31) ± 13.95 0.99 (27.4) ±5.87 ±13.32 ±20.16
0.153 15.787 (11.998) ± 0.026 144.71 (112.06) ± 13.58 1.00 (25.4) ±5.81 ±15.35 ±21.30
0.131 13.540 (10.276) ± 0.022 137.12 (106.29) ± 12.40 1.05 (22.9) ±5.42 ±14.45 ±19.80
0.109 11.289 (8.548) ± 0.018 122.24 (92.30) ± 10.92 1.09 (20.3) ±6.77 ±14.31 ±19.23
0.087 9.029 (6.805) ± 0.014 99.52 (72.96) ± 9.30 1.03 (17.2) ±5.46 ±10.51 ±15.06
0.066 6.807 (5.296) ± 0.011 75.37 (54.94) ± 6.89 0.81 (14.2) ±6.29 ±8.08 ±12.34
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Table A.15: NBD fit results in centrality 10-15%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 60.607 (46.909) ± 0.119 129.59 (100.31) ± 6.29 0.80 (58.0) ±1.29 ±1.51 ±6.60
0.678 59.026 (45.725) ± 0.118 123.34 (95.54) ± 6.09 0.76 (56.6) ±4.71 ±9.77 ±12.44
0.656 57.108 (44.179) ± 0.116 121.44 (93.94) ± 6.08 0.70 (55.3) ±5.55 ±4.90 ±9.58
0.634 55.139 (42.596) ± 0.113 121.88 (94.14) ± 6.24 0.70 (54.2) ±4.92 ±3.01 ±8.50
0.613 53.198 (41.064) ± 0.111 120.98 (93.37) ± 6.33 0.69 (52.9) ±5.23 ±2.63 ±8.62
0.591 51.256 (39.556) ± 0.108 120.49 (92.96) ± 6.46 0.71 (52.2) ±3.80 ±3.87 ±8.44
0.569 49.321 (38.025) ± 0.106 119.78 (92.31) ± 6.58 0.70 (51.3) ±3.61 ±2.65 ±7.95
0.547 47.393 (36.482) ± 0.103 117.86 (90.68) ± 6.62 0.71 (50.1) ±3.12 ±3.60 ±8.15
0.525 45.463 (34.943) ± 0.101 117.65 (90.38) ± 6.79 0.71 (49.2) ±3.77 ±3.44 ±8.49
0.503 43.535 (33.398) ± 0.098 117.79 (90.32) ± 7.03 0.71 (48.2) ±3.47 ±4.14 ±8.87
0.481 41.602 (31.839) ± 0.095 118.04 (90.30) ± 7.29 0.71 (46.9) ±3.18 ±3.55 ±8.71
0.459 39.668 (30.267) ± 0.092 118.96 (90.76) ± 7.64 0.73 (45.2) ±3.46 ±4.65 ±9.59
0.438 37.729 (28.684) ± 0.090 118.41 (90.03) ± 7.87 0.72 (44.0) ±3.52 ±4.95 ±9.94
0.416 35.787 (27.104) ± 0.087 118.19 (89.52) ± 8.24 0.74 (42.5) ±4.23 ±5.06 ±10.56
0.394 33.864 (25.547) ± 0.084 118.35 (89.25) ± 8.67 0.76 (41.1) ±4.60 ±4.92 ±10.98
0.372 31.943 (23.994) ± 0.082 118.19 (88.71) ± 9.20 0.75 (39.6) ±4.92 ±5.31 ±11.70
0.350 30.061 (22.517) ± 0.056 117.56 (87.92) ± 6.85 0.75 (38.1) ±4.91 ±5.85 ±10.26
0.328 28.191 (21.172) ± 0.053 117.37 (87.84) ± 7.21 0.78 (36.3) ±5.14 ±5.41 ±10.38
0.306 26.340 (19.845) ± 0.051 117.25 (87.95) ± 7.59 0.78 (34.7) ±4.90 ±5.07 ±10.36
0.284 24.493 (18.509) ± 0.049 117.01 (87.82) ± 8.16 0.82 (33.5) ±4.41 ±5.83 ±10.96
0.263 22.636 (17.150) ± 0.047 114.86 (86.40) ± 8.44 0.80 (31.8) ±5.74 ±5.96 ±11.82
0.241 20.776 (15.774) ± 0.044 114.37 (86.11) ± 8.95 0.82 (30.3) ±5.34 ±6.20 ±12.13
0.219 18.905 (14.375) ± 0.034 112.39 (84.83) ± 7.68 0.82 (28.8) ±5.37 ±7.32 ±11.89
0.197 17.029 (12.958) ± 0.033 111.32 (84.34) ± 8.15 0.83 (26.9) ±6.15 ±7.47 ±12.66
0.175 15.142 (11.519) ± 0.026 109.44 (83.15) ± 7.72 0.88 (25.1) ±5.22 ±7.32 ±11.85
0.153 13.253 (10.073) ± 0.024 106.03 (80.26) ± 8.35 0.94 (23.0) ±4.18 ±6.94 ±11.64
0.131 11.367 (8.626) ± 0.020 96.68 (72.34) ± 7.60 0.94 (20.5) ±4.30 ±7.09 ±11.25
0.109 9.474 (7.170) ± 0.017 88.58 (65.38) ± 7.20 0.87 (18.1) ±3.97 ±8.10 ±11.54
0.087 7.575 (5.704) ± 0.013 77.55 (55.69) ± 6.79 0.81 (15.6) ±3.54 ±7.64 ±10.82
0.066 5.714 (4.443) ± 0.010 64.41 (47.02) ± 6.22 0.63 (12.8) ±4.49 ±6.13 ±9.82

Table A.16: NBD fit results in centrality 15-20%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 50.243 (38.888) ± 0.109 95.08 (73.59) ± 4.42 0.79 (53.0) ±4.84 ±6.50 ±9.23
0.678 48.892 (37.875) ± 0.106 95.76 (74.18) ± 4.54 0.67 (52.4) ±3.20 ±1.41 ±5.73
0.656 47.301 (36.592) ± 0.104 95.63 (73.98) ± 4.65 0.75 (51.2) ±2.80 ±1.66 ±5.68
0.634 45.685 (35.292) ± 0.102 95.70 (73.94) ± 4.78 0.71 (49.2) ±2.09 ±1.96 ±5.57
0.613 44.087 (34.031) ± 0.100 94.78 (73.17) ± 4.87 0.71 (47.7) ±3.79 ±3.17 ±6.94
0.591 42.483 (32.785) ± 0.097 95.97 (74.07) ± 5.05 0.70 (47.1) ±2.95 ±1.99 ±6.18
0.569 40.884 (31.519) ± 0.095 96.10 (74.10) ± 5.22 0.69 (46.1) ±2.66 ±2.10 ±6.22
0.547 39.301 (30.251) ± 0.092 95.92 (73.85) ± 5.36 0.70 (44.8) ±3.31 ±2.60 ±6.82
0.525 37.708 (28.981) ± 0.090 96.52 (74.20) ± 5.57 0.71 (43.6) ±3.47 ±1.98 ±6.85
0.503 36.108 (27.700) ± 0.088 96.81 (74.28) ± 5.77 0.75 (42.5) ±2.84 ±2.39 ±6.86
0.481 34.505 (26.406) ± 0.085 96.51 (73.88) ± 5.92 0.73 (41.4) ±2.38 ±1.88 ±6.65
0.459 32.897 (25.100) ± 0.083 95.50 (72.89) ± 6.03 0.73 (40.1) ±2.67 ±2.54 ±7.07
0.438 31.285 (23.784) ± 0.081 95.28 (72.47) ± 6.24 0.77 (38.6) ±2.78 ±2.27 ±7.19
0.416 29.677 (22.474) ± 0.078 95.11 (72.09) ± 6.45 0.78 (37.3) ±3.02 ±2.26 ±7.47
0.394 28.079 (21.180) ± 0.076 94.76 (71.57) ± 6.69 0.78 (35.9) ±2.98 ±3.07 ±7.94
0.372 26.483 (19.889) ± 0.073 95.08 (71.55) ± 7.04 0.81 (34.6) ±2.59 ±2.66 ±7.96
0.350 24.918 (18.661) ± 0.050 94.28 (70.78) ± 5.11 0.80 (33.3) ±3.11 ±2.66 ±6.55
0.328 23.365 (17.541) ± 0.048 92.98 (70.16) ± 5.28 0.82 (32.3) ±2.56 ±2.78 ±6.50
0.306 21.831 (16.441) ± 0.046 91.68 (69.59) ± 5.47 0.84 (31.2) ±2.32 ±3.06 ±6.69
0.284 20.294 (15.325) ± 0.044 89.06 (68.15) ± 5.60 0.85 (29.8) ±2.62 ±3.13 ±6.93
0.263 18.754 (14.199) ± 0.042 87.46 (67.23) ± 5.76 0.85 (28.5) ±2.47 ±2.87 ±6.90
0.241 17.215 (13.060) ± 0.040 86.16 (66.47) ± 6.04 0.88 (27.0) ±2.30 ±3.25 ±7.23
0.219 15.665 (11.902) ± 0.031 83.50 (64.86) ± 5.15 0.90 (25.4) ±3.27 ±3.46 ±7.01
0.197 14.110 (10.728) ± 0.029 81.20 (63.31) ± 5.36 0.88 (23.7) ±2.47 ±3.88 ±7.06

0.175 12.547 (9.540) ± 0.024 79.16 (61.58) ± 4.86 0.93(21.9) ±2.06 ±3.41 ±6.28

0.153 10.977 (8.337) ± 0.022 73.67 (57.42) ± 4.99 0.91(19.8) ±1.63 ±3.89 ±6.53
0.131 9.409 (7.133) ± 0.018 67.77 (52.73) ± 4.44 0.83 (17.8) ±2.00 ±3.98 ±6.29
0.109 7.840 (5.924) ± 0.015 61.02 (47.54) ± 4.01 0.74 (15.6) ±1.99 ±4.09 ±6.06
0.087 6.271 (4.713) ± 0.012 54.47 (42.05) ± 3.54 0.63 (13.4) ±1.64 ±3.81 ±5.46
0.066 4.734 (3.678) ± 0.009 47.73 (35.64) ± 3.59 0.58 (11.3) ±2.06 ±3.33 ±5.31
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Table A.17: NBD fit results in centrality 20-25%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 41.340 (31.997) ± 0.101 80.17 (62.05) ± 3.85 0.71 (48.0) ±1.34 ±1.27 ±4.27
0.678 40.233 (31.167) ± 0.099 80.14 (62.08) ± 3.92 0.67 (47.2) ±3.19 ±1.69 ±5.33
0.656 38.920 (30.109) ± 0.096 81.43 (63.00) ± 4.07 0.68 (46.9) ±1.52 ±0.92 ±4.44
0.634 37.606 (29.051) ± 0.094 81.18 (62.71) ± 4.17 0.68 (45.8) ±3.68 ±1.51 ±5.76
0.613 36.282 (28.006) ± 0.092 82.48 (63.67) ± 4.38 0.78 (44.7) ±1.90 ±1.68 ±5.07
0.591 34.986 (27.000) ± 0.090 81.78 (63.12) ± 4.43 0.76 (44.2) ±2.76 ±1.37 ±5.39
0.569 33.656 (25.947) ± 0.088 81.76 (63.04) ± 4.53 0.75 (43.4) ±1.38 ±1.07 ±4.86
0.547 32.342 (24.895) ± 0.086 81.09 (62.42) ± 4.60 0.68 (42.5) ±1.91 ±1.56 ±5.22
0.525 31.029 (23.848) ± 0.083 81.53 (62.67) ± 4.76 0.72 (41.5) ±1.98 ±1.63 ±5.40
0.503 29.714 (22.794) ± 0.081 81.92 (62.85) ± 4.93 0.77 (40.5) ±1.94 ±1.10 ±5.41
0.481 28.395 (21.731) ± 0.079 82.20 (62.93) ± 5.11 0.77 (39.3) ±2.21 ±1.08 ±5.67
0.459 27.071 (20.654) ± 0.077 82.39 (62.89) ± 5.33 0.79 (38.3) ±2.25 ±1.31 ±5.93
0.438 25.754 (19.579) ± 0.074 81.71 (62.18) ± 5.47 0.78 (37.1) ±2.79 ±1.73 ±6.38
0.416 24.428 (18.499) ± 0.072 82.61 (62.66) ± 5.83 0.82 (35.8) ±2.05 ±1.10 ±6.28
0.394 23.116 (17.436) ± 0.070 81.91 (61.93) ± 6.04 0.78 (34.6) ±2.84 ±1.75 ±6.90
0.372 21.803 (16.374) ± 0.068 82.06 (61.77) ± 6.34 0.78 (33.3) ±2.84 ±1.94 ±7.21
0.350 20.516 (15.364) ± 0.046 82.29 (61.74) ± 4.77 0.82 (32.1) ±3.10 ±2.13 ±6.08
0.328 19.244 (14.448) ± 0.044 81.98 (61.71) ± 4.99 0.82 (30.8) ±2.85 ±2.02 ±6.09
0.306 17.979 (13.542) ± 0.043 81.64 (61.65) ± 5.26 0.82 (29.7) ±3.02 ±1.98 ±6.38
0.284 16.715 (12.625) ± 0.041 80.08 (60.81) ± 5.43 0.83 (28.4) ±2.99 ±2.30 ±6.61
0.263 15.448 (11.697) ± 0.039 78.84 (60.25) ± 5.73 0.84 (26.9) ±3.19 ±2.34 ±6.96
0.241 14.177 (10.756) ± 0.037 77.06 (59.22) ± 5.98 0.86 (25.2) ±2.73 ±2.06 ±6.89
0.219 12.899 (9.802) ± 0.029 74.63 (57.61) ± 5.08 0.88 (23.8) ±2.84 ±2.57 ±6.36
0.197 11.616 (8.833) ± 0.027 72.40 (56.12) ± 5.38 0.92 (22.1) ±2.12 ±2.05 ±6.13
0.175 10.327 (7.850) ± 0.022 68.48 (53.34) ± 4.75 0.88 (20.2) ±2.15 ±2.18 ±5.65
0.153 9.035 (6.859) ± 0.021 62.87 (49.41) ± 4.84 0.82 (18.3) ±2.09 ±2.55 ±5.85
0.131 7.744 (5.870) ± 0.017 58.29 (45.68) ± 4.29 0.71 (16.3) ±2.05 ±2.65 ±5.45
0.109 6.452 (4.877) ± 0.014 54.02 (41.89) ± 4.10 0.58 (14.5) ±1.91 ±2.54 ±5.19
0.087 5.160 (3.881) ± 0.011 49.72 (38.24) ± 4.19 0.49 (12.2) ±1.74 ±2.92 ±5.40
0.066 3.895 (3.027) ± 0.008 44.74 (34.54) ± 4.38 0.49 (10.2) ±1.45 ±3.09 ±5.55

Table A.18: NBD fit results in centrality 25-30%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 33.991 (26.309) ± 0.090 67.99 (52.63) ± 3.18 0.56 (44.0) ±2.58 ±0.80 ±4.17
0.678 33.067 (25.615) ± 0.088 68.77 (53.27) ± 3.29 0.61 (44.0) ±2.56 ±0.05 ±4.17
0.656 31.992 (24.750) ± 0.086 67.53 (52.23) ± 3.30 0.56 (43.6) ±3.20 ±1.31 ±4.78
0.634 30.890 (23.863) ± 0.084 67.26 (51.95) ± 3.34 0.58 (42.8) ±2.31 ±1.01 ±4.19
0.613 29.811 (23.012) ± 0.082 67.40 (52.02) ± 3.41 0.64 (41.9) ±1.64 ±1.27 ±3.99
0.591 28.732 (22.173) ± 0.081 66.18 (51.07) ± 3.41 0.65 (41.3) ±2.18 ±0.79 ±4.12
0.569 27.643 (21.312) ± 0.079 66.17 (51.01) ± 3.50 0.62 (40.2) ±2.87 ±1.24 ±4.69
0.547 26.558 (20.443) ± 0.077 65.89 (50.72) ± 3.57 0.65 (38.9) ±2.32 ±1.30 ±4.45
0.525 25.479 (19.583) ± 0.075 65.64 (50.44) ± 3.66 0.66 (37.9) ±2.53 ±0.86 ±4.53
0.503 24.403 (18.721) ± 0.073 65.21 (50.01) ± 3.75 0.66 (37.1) ±3.12 ±1.03 ±4.99
0.481 23.325 (17.852) ± 0.071 64.30 (49.19) ± 3.80 0.64 (35.9) ±3.10 ±0.97 ±5.00
0.459 22.243 (16.972) ± 0.069 64.65 (49.31) ± 3.94 0.67 (35.0) ±2.62 ±0.71 ±4.78
0.438 21.155 (16.084) ± 0.067 63.75 (48.45) ± 4.03 0.68 (33.4) ±2.73 ±0.89 ±4.95
0.416 20.074 (15.204) ± 0.065 63.34 (47.95) ± 4.15 0.70 (32.4) ±2.72 ±1.01 ±5.06
0.394 18.991 (14.327) ± 0.063 62.47 (47.09) ± 4.26 0.69 (31.0) ±2.95 ±1.01 ±5.28
0.372 17.912 (13.455) ± 0.061 62.61 (47.00) ± 4.49 0.71 (29.9) ±2.80 ±0.83 ±5.35
0.350 16.855 (12.625) ± 0.042 62.05 (46.45) ± 3.30 0.72 (28.7) ±2.34 ±0.81 ±4.12
0.328 15.805 (11.868) ± 0.040 61.38 (46.04) ± 3.39 0.72 (27.5) ±2.67 ±1.02 ±4.43
0.306 14.769 (11.126) ± 0.038 60.26 (45.34) ± 3.48 0.72 (26.3) ±2.88 ±1.01 ±4.63
0.284 13.731 (10.376) ± 0.037 59.70 (44.97) ± 3.62 0.71 (25.1) ±2.44 ±1.21 ±4.54
0.263 12.685 (9.610) ± 0.035 59.20 (44.67) ± 3.84 0.74 (23.7) ±2.61 ±1.06 ±4.76
0.241 11.640 (8.838) ± 0.033 57.91 (43.73) ± 4.00 0.71 (22.3) ±2.54 ±1.09 ±4.86
0.219 10.591 (8.054) ± 0.026 56.00 (42.22) ± 3.34 0.64 (21.0) ±2.38 ±1.26 ±4.29
0.197 9.535 (7.258) ± 0.024 54.60 (41.11) ± 3.51 0.67 (19.3) ±2.10 ±1.43 ±4.33
0.175 8.479 (6.455) ± 0.020 52.59 (39.35) ± 3.21 0.64 (17.6) ±2.49 ±1.42 ±4.30
0.153 7.420 (5.643) ± 0.018 51.06 (38.08) ± 3.48 0.62 (16.0) ±1.76 ±1.53 ±4.19
0.131 6.363 (4.832) ± 0.015 49.16 (36.41) ± 3.38 0.56 (14.3) ±1.61 ±1.59 ±4.07
0.109 5.306 (4.017) ± 0.013 45.94 (33.94) ± 3.32 0.49 (12.3) ±1.57 ±1.75 ±4.07
0.087 4.245 (3.196) ± 0.010 43.38 (31.95) ± 3.30 0.49 (10.5) ±1.68 ±2.00 ±4.21
0.066 3.205 (2.492) ± 0.007 38.41 (28.81) ± 3.58 0.47 (8.8) ±1.46 ±2.20 ±4.45
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Table A.19: NBD fit results in centrality 30-35%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 27.652 (21.402) ± 0.079 58.33 (45.15) ± 2.86 0.67 (41.0) ±3.24 ±0.86 ±4.41
0.678 26.900 (20.838) ± 0.078 57.89 (44.85) ± 2.86 0.60 (40.9) ±2.95 ±0.85 ±4.20
0.656 26.016 (20.126) ± 0.076 57.99 (44.86) ± 2.94 0.63 (39.6) ±2.17 ±0.88 ±3.75
0.634 25.115 (19.401) ± 0.074 57.51 (44.43) ± 2.98 0.66 (38.4) ±2.60 ±0.72 ±4.02
0.613 24.225 (18.699) ± 0.073 56.95 (43.97) ± 3.03 0.67 (37.0) ±2.60 ±0.86 ±4.09
0.591 23.345 (18.015) ± 0.071 56.94 (43.95) ± 3.10 0.70 (36.3) ±2.27 ±0.77 ±3.92
0.569 22.464 (17.318) ± 0.070 56.67 (43.71) ± 3.17 0.74 (35.0) ±1.78 ±0.77 ±3.72
0.547 21.583 (16.613) ± 0.068 55.99 (43.12) ± 3.22 0.71 (33.9) ±2.04 ±0.69 ±3.87
0.525 20.702 (15.911) ± 0.066 56.01 (43.07) ± 3.34 0.73 (33.0) ±2.00 ±0.70 ±3.96
0.503 19.828 (15.210) ± 0.065 55.63 (42.71) ± 3.44 0.76 (31.8) ±1.94 ±0.84 ±4.03
0.481 18.948 (14.500) ± 0.063 55.29 (42.37) ± 3.57 0.72 (30.9) ±2.25 ±0.85 ±4.30
0.459 18.064 (13.781) ± 0.061 55.70 (42.57) ± 3.73 0.77 (30.1) ±1.76 ±0.78 ±4.20
0.438 17.181 (13.060) ± 0.059 54.86 (41.80) ± 3.89 0.79 (29.1) ±2.03 ±1.04 ±4.51
0.416 16.302 (12.344) ± 0.058 53.65 (40.75) ± 3.97 0.68 (28.0) ±2.50 ±1.08 ±4.82
0.394 15.419 (11.629) ± 0.056 53.33 (40.40) ± 4.19 0.74 (26.8) ±2.48 ±0.99 ±4.97
0.372 14.543 (10.920) ± 0.054 52.71 (39.80) ± 4.38 0.75 (25.4) ±2.14 ±0.93 ±4.96
0.350 13.684 (10.246) ± 0.037 52.57 (39.60) ± 3.27 0.78 (24.3) ±2.15 ±0.93 ±4.02
0.328 12.833 (9.633) ± 0.035 51.53 (38.93) ± 3.35 0.81 (23.0) ±2.25 ±0.95 ±4.14
0.306 11.991 (9.029) ± 0.034 49.87 (37.95) ± 3.43 0.77 (22.0) ±2.29 ±0.94 ±4.23
0.284 11.146 (8.415) ± 0.033 48.20 (36.98) ± 3.59 0.76 (20.9) ±2.06 ±0.89 ±4.23
0.263 10.299 (7.796) ± 0.031 47.05 (36.22) ± 3.67 0.71 (19.7) ±1.60 ±0.93 ±4.11
0.241 9.450 (7.169) ± 0.030 45.91 (35.45) ± 3.79 0.69 (18.6) ±1.51 ±0.93 ±4.18
0.219 8.597 (6.532) ± 0.023 44.64 (34.66) ± 3.18 0.62 (17.5) ±1.43 ±1.00 ±3.62
0.197 7.740 (5.885) ± 0.022 43.61 (34.05) ± 3.30 0.57 (16.3) ±1.22 ±1.01 ±3.66
0.175 6.881 (5.231) ± 0.018 42.44 (33.32) ± 3.04 0.50 (14.9) ±1.36 ±1.10 ±3.51
0.153 6.023 (4.574) ± 0.016 41.28 (32.47) ± 3.26 0.45 (13.6) ±1.39 ±1.27 ±3.76
0.131 5.165 (3.914) ± 0.013 40.29 (31.79) ± 3.21 0.45 (12.2) ±1.33 ±1.30 ±3.71
0.109 4.306 (3.253) ± 0.011 38.26 (30.17) ± 3.27 0.46 (10.7) ±1.62 ±1.28 ±3.87
0.087 3.445 (2.587) ± 0.009 35.11 (27.79) ± 3.39 0.51 (9.2) ±1.18 ±1.41 ±3.86
0.066 2.606 (2.037) ± 0.006 30.96 (24.26) ± 3.44 0.54 (7.9) ±1.25 ±1.14 ±3.83

Table A.20: NBD fit results in centrality 35-40%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 21.970 (17.005) ± 0.071 47.25 (36.57) ± 2.31 0.79 (38.0) ±0.68 ±0.60 ±2.48
0.678 21.372 (16.556) ± 0.070 47.47 (36.77) ± 2.32 0.69 (37.7) ±0.44 ±0.02 ±2.36
0.656 20.684 (16.001) ± 0.068 46.97 (36.33) ± 2.33 0.71 (37.1) ±0.92 ±0.23 ±2.51
0.634 19.964 (15.423) ± 0.067 46.50 (35.92) ± 2.35 0.79 (36.0) ±0.86 ±0.30 ±2.52
0.613 19.253 (14.862) ± 0.065 46.36 (35.78) ± 2.40 0.86 (34.6) ±0.91 ±0.15 ±2.57
0.591 18.572 (14.333) ± 0.064 45.46 (35.08) ± 2.41 0.82 (33.4) ±1.16 ±0.36 ±2.70
0.569 17.877 (13.783) ± 0.063 45.55 (35.11) ± 2.48 0.83 (32.5) ±1.22 ±0.37 ±2.79
0.547 17.176 (13.221) ± 0.061 45.52 (35.05) ± 2.54 0.83 (31.7) ±1.26 ±0.44 ±2.87
0.525 16.475 (12.662) ± 0.059 45.45 (34.94) ± 2.63 0.87 (30.7) ±1.09 ±0.34 ±2.87
0.503 15.778 (12.104) ± 0.058 45.41 (34.85) ± 2.70 0.87 (29.8) ±0.92 ±0.22 ±2.86
0.481 15.082 (11.542) ± 0.057 44.90 (34.38) ± 2.77 0.84 (28.6) ±1.02 ±0.36 ±2.97
0.459 14.380 (10.972) ± 0.055 44.50 (33.97) ± 2.83 0.81 (27.6) ±1.03 ±0.31 ±3.03
0.438 13.678 (10.399) ± 0.053 43.95 (33.42) ± 2.91 0.82 (26.3) ±1.15 ±0.39 ±3.15
0.416 12.978 (9.829) ± 0.052 43.68 (33.09) ± 2.99 0.81 (25.4) ±1.16 ±0.33 ±3.22
0.394 12.280 (9.264) ± 0.050 43.03 (32.45) ± 3.06 0.79 (24.2) ±1.23 ±0.41 ±3.32
0.372 11.582 (8.700) ± 0.049 42.60 (31.98) ± 3.17 0.77 (23.1) ±1.08 ±0.45 ±3.38
0.350 10.894 (8.161) ± 0.033 42.04 (31.45) ± 2.30 0.74 (22.0) ±1.00 ±0.34 ±2.53
0.328 10.213 (7.670) ± 0.032 41.13 (30.87) ± 2.34 0.72 (21.0) ±0.90 ±0.35 ±2.54
0.306 9.540 (7.188) ± 0.031 40.19 (30.29) ± 2.39 0.70 (20.0) ±0.86 ±0.19 ±2.55
0.284 8.867 (6.699) ± 0.029 39.08 (29.61) ± 2.46 0.69 (18.9) ±0.92 ±0.28 ±2.64
0.263 8.191 (6.204) ± 0.028 38.50 (29.35) ± 2.57 0.67 (18.0) ±0.97 ±0.34 ±2.77
0.241 7.517 (5.707) ± 0.027 37.29 (28.54) ± 2.64 0.57 (17.1) ±1.25 ±0.50 ±2.97
0.219 6.837 (5.198) ± 0.021 36.65 (28.17) ± 2.29 0.55 (16.1) ±0.92 ±0.47 ±2.51
0.197 6.155 (4.685) ± 0.019 35.93 (27.66) ± 2.40 0.55 (15.0) ±0.77 ±0.51 ±2.58
0.175 5.474 (4.166) ± 0.016 34.69 (26.74) ± 2.20 0.52 (13.7) ±0.77 ±0.65 ±2.43
0.153 4.792 (3.644) ± 0.015 33.23 (25.56) ± 2.37 0.50 (12.4) ±0.86 ±0.72 ±2.62
0.131 4.111 (3.122) ± 0.012 31.76 (24.13) ± 2.33 0.48 (11.1) ±0.88 ±0.72 ±2.59
0.109 3.426 (2.594) ± 0.010 30.11 (22.76) ± 2.52 0.54 (9.8) ±0.65 ±0.72 ±2.69
0.087 2.742 (2.069) ± 0.008 28.05 (20.82) ± 2.59 0.55 (8.3) ±0.86 ±0.84 ±2.85
0.066 2.070 (1.609) ± 0.006 24.89 (18.20) ± 2.64 0.54 (7.0) ±0.94 ±0.95 ±2.96
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Table A.21: NBD fit results in centrality 40-45%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 17.453 (13.508) ± 0.063 37.64 (29.13) ± 1.83 0.74 (35.0) ±0.40 ±0.98 ±2.12
0.678 16.988 (13.160) ± 0.062 37.36 (28.94) ± 1.85 0.74 (34.1) ±1.08 ±0.27 ±2.16
0.656 16.429 (12.709) ± 0.061 37.57 (29.06) ± 1.91 0.83 (33.0) ±0.91 ±0.00 ±2.12
0.634 15.863 (12.255) ± 0.059 37.55 (29.01) ± 1.96 0.82 (32.2) ±1.54 ±0.31 ±2.51
0.613 15.315 (11.822) ± 0.058 36.88 (28.47) ± 1.96 0.76 (31.4) ±1.75 ±0.34 ±2.65
0.591 14.758 (11.389) ± 0.057 36.84 (28.43) ± 2.00 0.83 (30.6) ±1.76 ±0.32 ±2.68
0.569 14.201 (10.948) ± 0.056 36.74 (28.32) ± 2.04 0.88 (29.8) ±1.32 ±0.26 ±2.45
0.547 13.652 (10.508) ± 0.054 36.19 (27.85) ± 2.07 0.85 (29.2) ±1.54 ±0.32 ±2.60
0.525 13.096 (10.065) ± 0.053 36.01 (27.67) ± 2.12 0.83 (28.3) ±1.30 ±0.22 ±2.50
0.503 12.537 (9.618) ± 0.051 36.07 (27.66) ± 2.21 0.89 (27.1) ±1.25 ±0.28 ±2.55
0.481 11.980 (9.169) ± 0.050 35.96 (27.51) ± 2.28 0.91 (26.3) ±1.27 ±0.33 ±2.63
0.459 11.422 (8.715) ± 0.049 35.74 (27.26) ± 2.36 0.91 (25.2) ±1.12 ±0.33 ±2.63
0.438 10.861 (8.258) ± 0.048 35.46 (26.95) ± 2.43 0.87 (24.2) ±1.08 ±0.28 ±2.67
0.416 10.302 (7.803) ± 0.046 35.19 (26.64) ± 2.51 0.89 (22.9) ±1.10 ±0.38 ±2.77
0.394 9.742 (7.349) ± 0.045 35.42 (26.71) ± 2.63 0.92 (22.0) ±0.69 ±0.34 ±2.74
0.372 9.189 (6.902) ± 0.043 35.02 (26.31) ± 2.70 0.83 (21.1) ±0.86 ±0.36 ±2.86
0.350 8.649 (6.478) ± 0.030 34.15 (25.59) ± 1.94 0.73 (19.9) ±1.22 ±0.51 ±2.35
0.328 8.110 (6.090) ± 0.029 33.55 (25.21) ± 1.99 0.71 (19.0) ±1.19 ±0.45 ±2.36
0.306 7.578 (5.708) ± 0.027 33.04 (24.89) ± 2.06 0.70 (18.0) ±1.22 ±0.41 ±2.43
0.284 7.044 (5.321) ± 0.026 32.48 (24.52) ± 2.12 0.67 (17.0) ±1.18 ±0.43 ±2.47
0.263 6.509 (4.930) ± 0.025 31.66 (23.97) ± 2.17 0.63 (16.1) ±1.12 ±0.45 ±2.48
0.241 5.973 (4.533) ± 0.024 30.82 (23.44) ± 2.22 0.61 (15.1) ±1.00 ±0.46 ±2.48
0.219 5.435 (4.131) ± 0.018 29.59 (22.59) ± 1.88 0.58 (14.0) ±1.09 ±0.45 ±2.23
0.197 4.894 (3.723) ± 0.017 28.75 (22.00) ± 2.00 0.54 (13.1) ±0.83 ±0.49 ±2.22
0.175 4.353 (3.311) ± 0.014 28.04 (21.41) ± 1.89 0.56 (12.1) ±0.90 ±0.54 ±2.16
0.153 3.811 (2.896) ± 0.013 26.88 (20.50) ± 2.02 0.50 (10.9) ±0.74 ±0.51 ±2.21
0.131 3.267 (2.478) ± 0.011 25.91 (19.73) ± 2.01 0.52 (9.9) ±0.63 ±0.54 ±2.18
0.109 2.724 (2.060) ± 0.009 24.44 (18.61) ± 2.05 0.47 (8.7) ±0.38 ±0.61 ±2.18
0.087 2.179 (1.639) ± 0.007 22.93 (17.48) ± 2.12 0.55 (7.4) ±0.38 ±0.55 ±2.22
0.066 1.646 (1.279) ± 0.005 20.46 (15.59) ± 2.26 0.54 (6.3) ±0.59 ±0.51 ±2.39

Table A.22: NBD fit results in centrality 45-50%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 13.493 (10.444) ± 0.054 32.22 (24.94) ± 1.72 0.77 (27.0) ±1.57 ±0.13 ±2.34
0.678 13.123 (10.166) ± 0.053 32.44 (25.13) ± 1.74 0.79 (26.9) ±1.12 ±0.09 ±2.07
0.656 12.698 (9.823) ± 0.052 32.30 (24.99) ± 1.77 0.81 (25.6) ±0.70 ±0.22 ±1.92
0.634 12.261 (9.472) ± 0.051 32.54 (25.14) ± 1.85 0.89 (24.6) ±0.78 ±0.32 ±2.04
0.613 11.829 (9.131) ± 0.050 32.98 (25.46) ± 1.94 0.89 (23.9) ±0.81 ±0.20 ±2.11
0.591 11.403 (8.800) ± 0.049 33.01 (25.47) ± 2.00 0.88 (23.1) ±0.56 ±0.28 ±2.10
0.569 10.976 (8.462) ± 0.048 32.73 (25.23) ± 2.04 0.84 (22.3) ±0.56 ±0.24 ±2.13
0.547 10.547 (8.119) ± 0.046 32.55 (25.05) ± 2.09 0.84 (21.7) ±0.52 ±0.29 ±2.18
0.525 10.120 (7.778) ± 0.045 32.54 (25.00) ± 2.16 0.80 (21.0) ±0.30 ±0.28 ±2.20
0.503 9.694 (7.437) ± 0.044 32.48 (24.91) ± 2.23 0.76 (20.5) ±0.39 ±0.31 ±2.28
0.481 9.267 (7.093) ± 0.043 32.14 (24.60) ± 2.28 0.67 (19.8) ±0.44 ±0.30 ±2.34
0.459 8.836 (6.742) ± 0.042 31.98 (24.40) ± 2.37 0.60 (19.1) ±0.57 ±0.34 ±2.46
0.438 8.403 (6.389) ± 0.041 31.90 (24.26) ± 2.46 0.55 (18.5) ±0.56 ±0.36 ±2.54
0.416 7.970 (6.037) ± 0.039 31.80 (24.10) ± 2.56 0.52 (17.7) ±0.58 ±0.38 ±2.65
0.394 7.537 (5.686) ± 0.038 31.73 (23.97) ± 2.67 0.54 (17.1) ±0.79 ±0.42 ±2.82
0.372 7.108 (5.339) ± 0.037 31.47 (23.68) ± 2.78 0.53 (16.4) ±0.83 ±0.37 ±2.92
0.350 6.688 (5.009) ± 0.025 31.14 (23.38) ± 2.05 0.54 (15.6) ±0.84 ±0.38 ±2.25
0.328 6.271 (4.709) ± 0.024 30.59 (23.16) ± 2.12 0.55 (15.0) ±0.77 ±0.37 ±2.29
0.306 5.860 (4.413) ± 0.023 29.82 (22.83) ± 2.20 0.55 (14.4) ±0.72 ±0.35 ±2.34
0.284 5.450 (4.115) ± 0.022 29.04 (22.41) ± 2.27 0.54 (13.7) ±0.57 ±0.36 ±2.37
0.263 5.037 (3.813) ± 0.021 28.60 (22.23) ± 2.41 0.57 (13.1) ±0.44 ±0.43 ±2.49
0.241 4.623 (3.508) ± 0.020 28.11 (21.89) ± 2.48 0.55 (12.4) ±0.47 ±0.42 ±2.56
0.219 4.205 (3.196) ± 0.016 27.55 (21.51) ± 2.15 0.55 (11.8) ±0.45 ±0.38 ±2.23
0.197 3.785 (2.879) ± 0.015 27.20 (21.34) ± 2.35 0.56 (11.0) ±0.42 ±0.41 ±2.42
0.175 3.364 (2.558) ± 0.012 26.76 (21.15) ± 2.25 0.58 (10.3) ±0.45 ±0.40 ±2.33
0.153 2.943 (2.236) ± 0.011 26.24 (20.74) ± 2.47 0.57 (9.4) ±0.16 ±0.40 ±2.50
0.131 2.523 (1.913) ± 0.009 25.81 (20.49) ± 2.54 0.53 (8.5) ±0.12 ±0.42 ±2.57
0.109 2.104 (1.592) ± 0.008 25.12 (19.94) ± 2.71 0.48 (7.6) ±0.09 ±0.52 ±2.76
0.087 1.692 (1.306) ± 0.006 23.73 (18.71) ± 2.55 0.45 (6.6) ±0.14 ±0.38 ±2.58
0.066 1.277 (1.014) ± 0.004 21.69 (16.94) ± 2.72 0.49 (5.4) ±0.51 ±0.45 ±2.80
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Table A.23: NBD fit results in centrality 50-55%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 10.177 (7.877) ± 0.046 27.08 (20.96) ± 1.52 1.18 (24.0) ±1.23 ±0.17 ±1.96
0.678 9.898 (7.667) ± 0.045 26.98 (20.90) ± 1.53 1.14 (23.0) ±0.62 ±0.26 ±1.67
0.656 9.584 (7.414) ± 0.044 26.02 (20.12) ± 1.50 1.07 (21.9) ±0.94 ±0.23 ±1.79
0.634 9.257 (7.151) ± 0.044 25.65 (19.81) ± 1.51 0.97 (21.2) ±0.43 ±0.21 ±1.58
0.613 8.935 (6.897) ± 0.043 25.16 (19.42) ± 1.52 0.85 (20.8) ±0.63 ±0.16 ±1.66
0.591 8.613 (6.647) ± 0.042 24.75 (19.10) ± 1.53 0.82 (20.0) ±0.77 ±0.21 ±1.73
0.569 8.287 (6.389) ± 0.041 24.69 (19.03) ± 1.58 0.80 (19.6) ±0.54 ±0.10 ±1.68
0.547 7.964 (6.130) ± 0.040 24.46 (18.82) ± 1.62 0.79 (19.1) ±0.70 ±0.22 ±1.77
0.525 7.640 (5.872) ± 0.039 24.42 (18.76) ± 1.67 0.79 (18.5) ±0.67 ±0.28 ±1.81
0.503 7.318 (5.614) ± 0.038 24.25 (18.59) ± 1.72 0.74 (18.0) ±0.67 ±0.25 ±1.86
0.481 6.991 (5.351) ± 0.037 24.35 (18.62) ± 1.80 0.74 (17.5) ±0.57 ±0.26 ±1.91
0.459 6.664 (5.085) ± 0.036 24.37 (18.58) ± 1.89 0.70 (16.9) ±0.79 ±0.24 ±2.06
0.438 6.338 (4.818) ± 0.035 24.32 (18.48) ± 1.96 0.61 (16.3) ±0.93 ±0.26 ±2.19
0.416 6.013 (4.554) ± 0.034 24.34 (18.42) ± 2.05 0.55 (15.7) ±0.93 ±0.39 ±2.28
0.394 5.689 (4.292) ± 0.033 24.43 (18.41) ± 2.14 0.52 (15.0) ±1.01 ±0.22 ±2.38
0.372 5.365 (4.031) ± 0.032 24.59 (18.43) ± 2.28 0.52 (14.3) ±0.85 ±0.35 ±2.46
0.350 5.047 (3.781) ± 0.022 24.82 (18.54) ± 1.71 0.54 (13.8) ±0.85 ±0.37 ±1.94
0.328 4.731 (3.554) ± 0.021 24.90 (18.65) ± 1.81 0.62 (13.4) ±0.58 ±0.26 ±1.92
0.306 4.421 (3.331) ± 0.020 24.53 (18.49) ± 1.90 0.62 (12.9) ±0.47 ±0.35 ±1.99
0.284 4.110 (3.106) ± 0.019 24.09 (18.29) ± 2.00 0.58 (12.3) ±0.62 ±0.20 ±2.10
0.263 3.798 (2.877) ± 0.018 23.76 (18.20) ± 2.19 0.61 (11.6) ±0.57 ±0.11 ±2.27
0.241 3.487 (2.646) ± 0.018 23.58 (18.20) ± 2.34 0.59 (11.1) ±0.59 ±0.23 ±2.43
0.219 3.173 (2.412) ± 0.013 23.10 (17.98) ± 2.13 0.56 (10.5) ±0.77 ±0.24 ±2.28
0.197 2.858 (2.174) ± 0.013 22.73 (17.85) ± 2.36 0.53 (9.8) ±0.74 ±0.25 ±2.49
0.175 2.541 (1.932) ± 0.010 22.47 (17.74) ± 2.36 0.54 (9.0) ±0.95 ±0.27 ±2.56
0.153 2.224 (1.691) ± 0.010 22.22 (17.61) ± 2.64 0.57 (8.2) ±0.89 ±0.29 ±2.80
0.131 1.906 (1.447) ± 0.008 21.76 (17.39) ± 2.93 0.64 (7.4) ±0.75 ±0.36 ±3.05
0.109 1.593 (1.215) ± 0.006 20.48 (16.47) ± 3.02 0.59 (6.6) ±0.69 ±0.35 ±3.11
0.087 1.279 (0.982) ± 0.005 19.00 (15.26) ± 2.67 0.54 (5.5) ±0.67 ±0.47 ±2.80
0.066 0.969 (0.770) ± 0.004 16.64 (13.48) ± 2.31 0.52 (4.5) ±0.59 ±0.54 ±2.45

Table A.24: NBD fit results in centrality 55-60%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 7.465 (5.778) ± 0.041 18.75 (14.52) ± 1.12 0.71 (16.0) ±0.59 ±0.13 ±1.27
0.678 7.258 (5.622) ± 0.040 19.02 (14.74) ± 1.14 0.76 (16.0) ±0.60 ±0.08 ±1.29
0.656 7.021 (5.431) ± 0.039 18.80 (14.54) ± 1.14 0.73 (15.8) ±0.61 ±0.09 ±1.29
0.634 6.781 (5.238) ± 0.038 18.41 (14.22) ± 1.14 0.57 (15.4) ±0.57 ±0.09 ±1.28
0.613 6.547 (5.054) ± 0.038 18.01 (13.89) ± 1.13 0.51 (14.7) ±0.70 ±0.07 ±1.33
0.591 6.307 (4.867) ± 0.037 17.98 (13.87) ± 1.15 0.56 (14.4) ±0.70 ±0.07 ±1.34
0.569 6.070 (4.680) ± 0.036 17.84 (13.75) ± 1.15 0.51 (14.1) ±0.69 ±0.07 ±1.35
0.547 5.833 (4.490) ± 0.035 17.66 (13.59) ± 1.17 0.47 (13.7) ±0.63 ±0.07 ±1.33
0.525 5.596 (4.301) ± 0.034 17.52 (13.46) ± 1.19 0.44 (13.4) ±0.60 ±0.08 ±1.34
0.503 5.360 (4.112) ± 0.033 17.52 (13.43) ± 1.22 0.43 (13.2) ±0.67 ±0.09 ±1.40
0.481 5.122 (3.920) ± 0.033 17.49 (13.38) ± 1.26 0.47 (13.1) ±0.66 ±0.09 ±1.43
0.459 4.885 (3.728) ± 0.032 17.37 (13.24) ± 1.30 0.49 (12.6) ±0.69 ±0.09 ±1.47
0.438 4.648 (3.534) ± 0.031 17.22 (13.08) ± 1.33 0.51 (12.1) ±0.74 ±0.10 ±1.53
0.416 4.411 (3.340) ± 0.030 17.20 (13.01) ± 1.39 0.58 (11.5) ±0.62 ±0.10 ±1.52
0.394 4.173 (3.148) ± 0.029 17.18 (12.95) ± 1.44 0.62 (10.9) ±0.78 ±0.12 ±1.64
0.372 3.935 (2.955) ± 0.028 17.34 (13.00) ± 1.54 0.63 (10.4) ±0.84 ±0.13 ±1.76
0.350 3.701 (2.772) ± 0.019 17.31 (12.94) ± 1.15 0.65 (9.9) ±0.67 ±0.08 ±1.33
0.328 3.472 (2.607) ± 0.018 17.17 (12.87) ± 1.19 0.66 (9.5) ±0.71 ±0.10 ±1.39
0.306 3.244 (2.444) ± 0.018 17.09 (12.85) ± 1.25 0.68 (9.2) ±0.64 ±0.09 ±1.41
0.284 3.016 (2.279) ± 0.017 16.91 (12.74) ± 1.32 0.67 (8.6) ±0.53 ±0.08 ±1.42
0.263 2.787 (2.111) ± 0.016 16.61 (12.58) ± 1.40 0.62 (8.1) ±0.56 ±0.09 ±1.51
0.241 2.558 (1.942) ± 0.015 16.53 (12.57) ± 1.50 0.61 (7.6) ±0.52 ±0.11 ±1.59
0.219 2.326 (1.769) ± 0.012 16.34 (12.46) ± 1.35 0.66 (7.1) ±0.49 ±0.10 ±1.44
0.197 2.095 (1.595) ± 0.011 16.13 (12.30) ± 1.44 0.62 (6.7) ±0.48 ±0.11 ±1.52
0.175 1.861 (1.417) ± 0.009 16.07 (12.24) ± 1.45 0.72 (6.3) ±0.34 ±0.12 ±1.49
0.153 1.630 (1.240) ± 0.009 15.67 (11.91) ± 1.54 0.59 (5.7) ±0.17 ±0.13 ±1.56
0.131 1.399 (1.062) ± 0.007 14.90 (11.39) ± 1.50 0.47 (5.1) ±0.35 ±0.15 ±1.54
0.109 1.166 (0.882) ± 0.006 14.25 (10.82) ± 1.56 0.42 (4.5) ±0.37 ±0.17 ±1.61
0.087 0.935 (0.714) ± 0.004 13.41 (10.20) ± 1.63 0.46 (4.0) ±0.30 ±0.15 ±1.66
0.066 0.703 (0.548) ± 0.003 11.85 (9.19) ± 1.63 0.53 (3.3) ±0.35 ±0.17 ±1.67
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Table A.25: NBD fit results in centrality 60-65%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ2/NDF 〉(〈NDF 〉) δ〈kc〉(dead) δ〈kc〉(fake) δ〈kc〉(total)
0.700 5.337 (4.131) ± 0.033 14.40 (11.14) ± 0.81 0.79 (15.0) ±0.33 ±0.04 ±0.88
0.678 5.197 (4.026) ± 0.033 14.25 (11.04) ± 0.82 0.77 (14.8) ±0.45 ±0.04 ±0.94
0.656 5.031 (3.892) ± 0.032 14.37 (11.12) ± 0.86 0.61 (14.2) ±0.46 ±0.03 ±0.97
0.634 4.861 (3.755) ± 0.032 14.35 (11.09) ± 0.88 0.53 (13.8) ±0.47 ±0.04 ±0.99
0.613 4.686 (3.617) ± 0.031 14.41 (11.13) ± 0.93 0.78 (13.1) ±0.44 ±0.04 ±1.03
0.591 4.519 (3.487) ± 0.030 13.99 (10.80) ± 0.90 0.63 (12.9) ±0.53 ±0.04 ±1.05
0.569 4.344 (3.349) ± 0.029 14.01 (10.80) ± 0.92 0.73 (12.7) ±0.51 ±0.05 ±1.06
0.547 4.169 (3.209) ± 0.029 14.23 (10.96) ± 0.97 0.82 (12.5) ±0.41 ±0.04 ±1.05
0.525 4.003 (3.077) ± 0.028 13.97 (10.74) ± 0.97 0.64 (12.0) ±0.41 ±0.04 ±1.06
0.503 3.835 (2.942) ± 0.027 13.88 (10.65) ± 1.00 0.59 (11.8) ±0.45 ±0.04 ±1.10
0.481 3.665 (2.805) ± 0.027 13.89 (10.63) ± 1.04 0.60 (11.6) ±0.43 ±0.04 ±1.12
0.459 3.495 (2.667) ± 0.026 13.85 (10.57) ± 1.07 0.59 (11.1) ±0.34 ±0.05 ±1.12
0.438 3.326 (2.529) ± 0.025 13.78 (10.48) ± 1.11 0.56 (10.5) ±0.33 ±0.06 ±1.16
0.416 3.159 (2.393) ± 0.025 13.65 (10.35) ± 1.15 0.48 (9.9) ±0.38 ±0.06 ±1.22
0.394 2.989 (2.255) ± 0.024 13.71 (10.35) ± 1.23 0.46 (9.5) ±0.37 ±0.05 ±1.28
0.372 2.818 (2.117) ± 0.023 13.95 (10.48) ± 1.33 0.52 (8.9) ±0.40 ±0.05 ±1.39
0.350 2.652 (1.986) ± 0.016 14.10 (10.57) ± 1.00 0.54 (8.5) ±0.41 ±0.06 ±1.09
0.328 2.487 (1.867) ± 0.015 14.06 (10.58) ± 1.06 0.56 (8.1) ±0.41 ±0.06 ±1.15
0.306 2.324 (1.750) ± 0.015 14.16 (10.71) ± 1.14 0.66 (7.6) ±0.34 ±0.06 ±1.19
0.284 2.160 (1.631) ± 0.014 14.12 (10.76) ± 1.22 0.66 (7.1) ±0.38 ±0.06 ±1.28
0.263 1.996 (1.511) ± 0.013 14.01 (10.76) ± 1.31 0.63 (6.6) ±0.36 ±0.06 ±1.36
0.241 1.832 (1.390) ± 0.013 13.79 (10.64) ± 1.39 0.53 (6.3) ±0.40 ±0.06 ±1.45
0.219 1.667 (1.267) ± 0.010 13.49 (10.50) ± 1.24 0.51 (5.9) ±0.40 ±0.07 ±1.30
0.197 1.502 (1.143) ± 0.009 13.23 (10.37) ± 1.35 0.47 (5.5) ±0.46 ±0.07 ±1.43
0.175 1.335 (1.015) ± 0.007 13.17 (10.38) ± 1.32 0.50 (5.1) ±0.47 ±0.08 ±1.40
0.153 1.168 (0.888) ± 0.007 12.96 (10.25) ± 1.55 0.56 (4.7) ±0.38 ±0.10 ±1.60
0.131 1.005 (0.768) ± 0.006 12.13 (9.56) ± 1.46 0.45 (4.3) ±0.29 ±0.10 ±1.50
0.109 0.838 (0.639) ± 0.005 11.68 (9.21) ± 1.66 0.44 (3.8) ±0.15 ±0.12 ±1.67
0.087 0.673 (0.524) ± 0.004 10.96 (8.64) ± 1.65 0.54 (3.3) ±0.14 ±0.14 ±1.66
0.066 0.507 (0.405) ± 0.003 9.15 (7.32) ± 1.29 0.41 (2.7) ±0.16 ±0.09 ±1.31
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