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Abstract

The measurement of direct photons in the experiments of relativistic heavy-
ion collisions is an essential tool for exploring the hot and dense matter cre-
ated by the collisions. The hot-dense matter, called Quark-Gluon Plasma,
is a new state of matter in which quarks and gluons are deconfined from
nucleons. Direct photons are defined by the photons that they do not arise
from the hadron decays. Photons interact with the electromagnetic force,
while quarks and gluons interact only by the strong force with each other.
Thus, direct photons leave the created medium without interaction with other
particles once produced, and they can carry the QGP information. There-
fore, they are an excellent probe into the characteristics of hot-dense matter.
Thermal photons emitted from the hot-dense matter are supposed to be the
dominant contribution at the low transverse-momentum region. They are
expected to reflect the thermodynamic properties. Therefore, measurements
of low transverse-momentum direct-photons are crucial to understanding the
characteristic of QGP.

The PHENIX experiment at the Relativistic Heavy Ion Collider (RHIC)
has carried out the low transverse-momentum direct photon measurements
in p+p, d+Au, and Au+Au collisions. Furthermore, the ALICE experiment
at the Large Hadron Collider (LHC) has measured direct photons in Pb+Pb
collisions with higher collision energy than RHIC. Spectra and yields of the
direct photons are measured in the above experiments, and thermal proper-
ties are studied within a wide range of system size and collision energy.

We have measured low transverse-momentum direct photons by the vir-
tual photon method in Cu+Cu collisions with the center-of-mass energy per
nucleon pairs of 200 GeV taken at the PHENIX experiment in the year 2005.
Virtual photons convert to low mass electron pairs through internal con-
version; therefore, we measure quasi-real virtual photons that appeared as
electron pairs in low invariant mass. The virtual photons are statistically
extracted as excess above hadronic sources after subtracting a large amount
of background. The most crucial part of this analysis is background sub-
traction to tackle the virtual photon component extraction. We execute to
estimate the uncorrelated background by the elliptic flow adjusted mixed-
event method. We carry out the well-tuned Monte Carlo simulations to
estimate the correlated backgrounds from Dalitz decays and jets. The direct



photon component is successfully extracted as the direct photon fraction by
fitting on the foreground distribution by backgrounds and known hadronic
contribution.

The direct photon fractions, which are the direct to inclusive photon ra-
tio, are measured as a function of transverse momentum for three collision
centralities; minimum bias, 0-40%, and 40-94% centrality events. The direct
photon spectra are calculated by converting from the direct photon fractions.
The spectra are compared to the N, scaled p+p results, and the excess yields
are observed in Cu+Cu collisions. The excess yields are parameterized by
an exponential function, and the inverse slope gives an effective temperature
Ter = 285 £ 53(stat) £ 57(syst) MeV/c for minimum bias events. The inte-
grated direct photon yield called the rapidity density is calculated from the
summing spectra as a function of Npay. The rapidity densities for Cu+Cu
collisions are compared to the Au+Au results to discuss the centrality and
the collision system size dependences of the direct photon production. The
Cu+Cu data provide the results in small N, region. A power-law function
can describe the Ny, dependence. The rapidity densities are also compared
to the results from lower to higher collision energies with several collision sys-
tem as a function of charged-particle multiplicity, dNu,/dn. The power-law
function can describe the multiplicity dependence. It supposes that the low
transverse-momentum direct photons are originated in the hadron gas phase
and the vicinity of QGP-hadron gas phase transition.

In conclusion, we measure low transverse-momentum direct photons in
Cu+Cu collisions at /sy = 200 GeV by the virtual photon method with the
PHENIX detector at RHIC. The Cu+Cu results provide the collision system
size dependence of the direct photon production, especially in small N
region. The Cu+Cu and Au+Au results follow the same scaling, and there
seems to be no qualitative change in the photon sources for different collision
system size. The scaling can be applied to the wide range of the collision
energies, and it suggests that the source of the low transverse-momentum
direct photons is near the transition from QGP to hadron phase.
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Chapter 1

Introduction

Quarks and gluons are the most fundamental particles, and they constitute
hadrons. Gluons hold together quarks by the strong force. Quarks and glu-
ons cannot be taken out by themselves, and the phenomenon is called quark
confinement. Relativistic heavy-ion physics aims to explore the nature of the
created hot-and-dense matter where quarks and gluons are liberated from
confinement. The quark deconfined phase is called Quark-Gluon Plasma.
The early universe, a microsecond after the Big Bang, is considered to be
Quark-Gluon Plasma. Ultra-relativistic heavy-ion collisions are the only ex-
periments reproducing the Quark-Gluon Plasma in the laboratory.

II =

59(55’

Figure 1.1: The schematic view of the hierarchy from atoms to quarks and
gluons. Atoms are composed of neutrons, protons, and electrons. Quarks
and gluons constitute nucleons, such as protons and neutrons. [1]

12



CHAPTER 1. INTRODUCTION 13

In the first half of this chapter, we introduce relativistic heavy-ion col-
lisions and Quark-Gluon Plasma with current experimental results related
to this thesis. In the last half of this chapter, we focus on explaining di-
rect photons emitted from Quark-Gluon Plasma and describing our thesis
motivation.

1.1 Quark Gluon Plasma

Quark-gluon plasma is a new state of matter that appears in high-temperature
and high-density state [2]. Quarks and gluons are the most fundamental
particles constituting nuclear matters. In the low-temperature state, quarks
themselves are confined by the strong interaction mediated by gluons. Un-
der extreme conditions, however, quarks and gluons are deconfined, and they
constitute a plasma state. Quarks and gluons are liberated from nucleons
in the plasma. In the early stage of the universe, immediately after the
big bang, the state was Quark-Gluon Plasma. The phase transition to the
hadronic phase occurred 10 microseconds after the big bang as the temper-
ature dropped.

Heat Quark-Gluon
Pressure == cr —} Bicerne

€ates pions)

Figure 1.2: Quark-Gluon Plasma appears in the hot-and-dense condition. In
the Quark-Gluon Plasma, quarks and gluons are liberated from the quark
confinement. [3]

The dynamics of quarks and gluons is described by Quantum Chromody-
namics (QCD), a theory of strong interactions. QCD exhibits an attribute
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of the asymptotic freedom that the coupling strength between quarks and
gluons decreases with increasing energy and momentum scales. The strength
of the force is stronger over the long distance.

According to the asymptotic freedom property [4], under the extraordi-
narily high-temperature and high-density condition, quarks and gluons do
not constitute hadrons, yet, they are the component of the many-body sys-
tem, which is called as Quark-Gluon Plasma. The new state is first proposed
by Bjorken in 1982 [5].

_I 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 _
- SB——= 5
B  EEEEBEESSRESSEEES
< -_ _- 1
& f 1o 110
E | ] .
w B ] 7
L ds .
- 17 45
L T T -
o 150 200 250 -
1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 ]
200 400 600 800 1000

T[MeV]

Figure 1.3: The energy density as a function of the temperature calculated by
the lattice QCD. The energy density rapidly changes around the temperature
T ~ 160 MeV. [6]

The phase transition was initially conjectured in the 1970s and studied
as a phenomenological model called the MIT bug model [7]. The model
describes the QCD phase transition using phenomenology, which explains
the different characteristics between the inside and outside the hadron. This
model is an instinctive picture, and then the model itself is not QCD and not
accurate. The phase transition temperature calculated from the boundary
condition by the model is T, ~ 130 MeV. This calculation is considered with
the three kinds of pions, and other hadron’s contribution is ignored.
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The numerical QCD lattice calculation at finite temperature based on the
first-principles calculation has confirmed the QCD phase transition. Figure
1.3 shows an energy density as a function of temperature calculated by a
lattice QCD [6]. This calculation considers u,d, and s quarks. The energy
density rapidly changes around the temperature 7' ~ 160 MeV. This temper-
ature is estimated phase transition temperature, 7. and the energy density
increases about ten times between a hadronic state and a QGP state.

T

QGP My q = 0; mg =00

150 MeV |- ===~ ___

~~ . o Tricritical Point

Hadronic

25C

A
1 GeV
Nuclear Matter / K

Figure 1.4: Theoretical phase diagram of nuclear matter. The black lines
indicate the phase transition between different phases. The diagram shows
as a function of temperature 7" and baryon chemical potential p. [8]

Figure 1.4 shows a theoretical QCD phase diagram [8], which shows the
state of matter with the relationship between temperature and energy den-
sity. Although the lattice QCD calculations indicate the phase transition
to QGP from the hadronic phase and critical temperature 7T,.. However, the
boundary between the hadronic matter and the QGP matter is still unknown,
and the characteristic of QGP is also not yet fully understood experimentally.
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1.2 Relativistic heavy-ion collisions

Quark-Gluon Plasma appears in high temperature and low baryon density,
such as in the early Universe at the first 10™° seconds after the Big Bang.
The only possible approach to create the QGP state in the laboratories is
the ultra-relativistic heavy-ion collision experiments. The experiments can
reproduce the hot-and-dense condition by colliding the heavy nuclei, such as
coppers and golds.

The heavy-ion collision experiments can achieve the high-temperature
and high-density conditions by accelerating and colliding ions up to near
the speed of light. Many experiments have researched the QGP state and
explored its characteristics with the various collision systems and energies.

Researching the QGP state in Relativistic Heavy Ion Collider (RHIC)
at Brookhaven National Laboratory (BNL) began in the year 2000 with the
Au+Au collisions at /syy = 130 GeV. In the next year, 2001, the full energy
of \/syn = 200 GeV in Au+Au collisions was archived. Extensive results of
experimental observations in RHIC implies the formation of QGP [9, 10, 11,
12]. In the Large Hadron Collider (LHC) at CERN, several experiments are
also researching the characteristic of QGP. The LHC has begun operating
in 2008, and the collider can reach to a higher collision energy than RHIC,
Vs =14 TeV for p+p and /syy = 5.5 TeV for Pb+Pb collisions.

Two major results would implicate the production of high-temperature
and high-density matter created in the heavy-ion collisions. High transverse-
momentum particle suppression is the first measurement that high transverse-
momentum particle productions are strongly suppressed compared to that of
p+p collisions [13]. The results imply that the particles produced in initial
hard scattering interact with the hot-and-dense matter and lose their energy.
The other significant result is the strong elliptic flow [14]. The produced
particle distribution in momentum space is not uniform but has azimuthal
anisotropy with respect to the reaction plane. The overlapping region of two
nuclei is a short ellipse in the direction of the reaction plane, and the inside
of the region is high pressure. The generated particles follow the pressure
gradient and are in motion. Consequently, the geometry of the collisions is
converted into an anisotropy in momentum space. It was found that the vis-
cosity of the produced matter is close to zero, the perfect-fluid, by comparing
to the relativistic hydrodynamic calculations [15].
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1.3 Geometry of heavy ion collisions

The Glauber model quantifies the geometrical configuration of the collision.
The model is widely used in high-energy heavy-ion physics. It can express the
collision geometry as the impact parameter b, the number of binary nucleon-
nucleon collisions Ny, the number of participating nucleons Ny, and the
nuclear overlap function T (b) [16].

Spectators,

= O

Participants

before collision after collision

Figure 1.5: A schematic image of the heavy ion collision [17]. Left: Two
nuclei collide with the impact parameter b before the collision. Right: After
the collision, the spectator nucleons pass away in the longitudinal direction,
while particles are produced in the participant zone.

Two nuclei are accelerated to close to the speed of light by accelerator
and collide in the ultra-relativistic heavy-ion experiment. These nuclei ap-
pear 'pancake’ due to the Lorentz contraction and collide with geometrical
overlap. The overlap is defined by the impact parameter b shown in Fig. 1.5.
The parameter b is associated with centrality in the experiment. Besides,
the interacting nucleons in the geometrical overlap region are called partic-
ipants, and the nucleons outside the region are called spectators, which are
unaffected by the collisions. Ny is the total number of nucleon-nucleon col-
lisions in the participants, whereas Ny is the total number of the nucleons
included in the participants.

The distribution of nucleons in a nucleus can be described with the nuclear
density pa (r) as

T4 (s) :/dsz (z,8) (1.1)
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where s is the coordinates in (z,y), which indicates the center of nucleus.
The nuclear overlap function of nucleus A and B can be expressed using the
parameter b, Ty and Ty as

Tap (b) = / 25Ty (3) T (s — b) . (1.2)

where d?s = 27sds is the two dimensional overlap area.
The number of binary nucleon-nucleon collisions N is described using
Tap as

Nooy (b) = / P50 Ty (b) Tp (s —b) = 0 -Tap () (1.3)

where oy is the inelastic cross section of the nucleon-nucleon interaction.
The number of participating nucleons Ny, is

Nyt — / 25T (3) (1 — exp (—ownTs (5 — b))
(1.4)
4 [ #Ta(s =8 (1 - exp (-ownTa (5).

1.4 Space time evolution

Figure 1.6 shows the schematic diagram of the space-time evolution in heavy-
ion collisions. Relativistic heavy-ion collisions produce hot and dense matter.
The created matter develops while undergoing several phases from the initial
hard scattering to the final hadron emission. The time evolution of the
heavy-ion collisions is as follows.

Pre equilibrium

Two accelerated heavy ions collide head-on and pass through each other,
causing nucleons to release kinetic energy in the overlapping region where
passed nuclei through. The collision occurs at z = 0 and time ¢t = 0 along the
longitudinal axis in the center of mass frame. Initial hard scattering between
partons occurs, and the overlap region becomes high energy density. This
phase is named the pre-equilibrium phase, and perturbative QCD following
parton cascade can describe this phase. This phase becomes a local thermal-
equilibrium state shortly.
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Figure 1.6: A schematic diagram of the space-time evolution in heavy-ion
collisions. Quark-Gluon Plasma is formed through a pre-equilibrium state
after the heavy-ion collision. Produced particles, including hadrons, photons,
and leptons, are detected after the freeze-out. [18]

Quark-Gluon Plasma

The reaction area expands by the initial pressure in the collision. Quarks
and gluons continue to lead to multiple scattering; eventually, the system
would reach the local thermal equilibrium. The system reaches sufficient
temperature 300~600 MeV and energy density to form Quark-Gluon Plasma
(QGP). The formation time is expected to be ~0.6 fm/c. The hydrodynamics
can describe this QGP phase.
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Mixed phase and Hadronic gas

After the QGP formation, the system expands rapidly, and thereby the tem-
perature drops down to the critical temperature T, ~ 170 MeV. Once the
QGP matter reaches the T,, the matter begins to hadronize in which quarks
and gluons are confined into hadrons. This phase is called the hadronic gas.
The hadronic matter expands with the collectivity, and the system temper-
ature goes down.

The mixed phase exists if the transition has occurred in the first-order
phase transition in which thermodynamic variable discontinuously changes.
The perturbative QCD calculations suggest that the transition is cross-over
that the variables change continuously.

Freeze out

The system shifts to the freeze-out phase when the temperature reaches the
freeze-out point Tr ~ 100 MeV. The type of particles is fixed because the
interacting particles’ mean free path is smaller than the system size. Finally,
the elastic collisions between hadrons cease, and the system reaches a thermal
freeze-out point, whereby the momentum of all particles are frozen.

1.5 Direct photons and thermal photons

Direct photons are the photon that they do not arise from hadron decays
[19]. They are an essential probe to understand the characteristics of hot
and dense matter created in the ultra-relativistic nucleus-nucleus collisions.
Electromagnetic probes include direct photons, are rare probes in the heavy-

ion collisions because the coupling constant o = 47{;6 in QED is smaller than
92

the constant o, = ;75— in QCD. Photons only interact with the electromag-
netic force, while quarks and gluons interact with the strong force. Therefore,
photons can carry pure information about the phase where they are emitted
[20]. Besides, photons are produced in the whole stages of the time evolution
in the heavy-ion collisions. Consequently, direct photons are a clean probe to
understand the time-evolution of the created system in heavy-ion collisions.

Typical photon sources in heavy-ion collisions are shown in Fig. 1.7 [21].
Photons are generally classified into direct photons and decay photons. De-
cay photons are originated from electromagnetic decays of hadrons such as

7 — ~v. Direct photons arise from the initial hard scattering, thermal




CHAPTER 1. INTRODUCTION 21
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Figure 1.7: Sources of direct photons in heavy-ion collisions. Produced pho-
tons in the heavy-ion collisions are classified into two types: direct photons
and decay photons. [21]

radiations from QGP and hadron gas, and other sources. The initial hard
scattering produces prompt photons, and the perturbative QCD models can
express it. Thermal photons are emitted as the black-body radiation from
the hot medium. Thermal photon measurement is direct proof to ensure that
the created matter is above the phase transition temperature, and it also can
access the thermal equilibrium time of the medium. Figure 1.8 shows a theo-
retical prediction of direct photon yield as a function of transverse momentum
in Au+Au collisions at \/syny = 200 GeV [22]. Above the 3 GeV/c region,
the major source is pQCD photons by initial hard scattering of the collisions.
Below the 1 GeV/c region, the dominant source is thermal photons emitted
from the hadron gas. The QGP thermal radiation is most sensitive between
1 < pr < 3 GeV/c. The contribution of decay photons is about 10 times that
of direct photons. In the experiments, photons are measured as an integral
of all photon sources, including direct and decay photons. Direct photons
are measured by subtracting decay photon contributions.
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Figure 1.8: A theoretical prediction of direct photon yield as a function
of transverse momentum in Au+Au collisions at \/syy = 200 GeV. Each
photon source has a different dominant transverse-momentum region. [22]

1.6 Direct virtual photons

Any sources of high-energy photons also emit virtual photons that the pho-
tons convert into low invariant-mass electron pairs (e*e™ pairs). If virtual
photon invariant-mass m.,« is more than twice of electron mass m,, the vir-
tual photon converts to an electron pair. This production attributes the
higher-order process of direct photon production.

Figure 1.9 shows an example of the virtual photon production in gluon
Compton scattering. The Compton scattering occurs at the initial collision
in heavy-ion collisions. The scattering process associates with producing
low invariant-mass electron pairs through the internal conversion. Another
source of the virtual photon is Dalitz decays (7 — v +~v* — v +ete™)
described by the Kroll-Wada formula [23].

The associated electron pair production can relate to photon production
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e+

g q

Figure 1.9: Feynman diagram of quark-gluon Compton scattering (¢qg —
gy —eteq)

with the formula written as

dN?  2a 1 4m? ( 2m?

AMee 3T Mee m2

) SdN, (1.5)

where a, m., m,. are the fine-structure constant, the electron and the electron-
pair mass, respectively. S is a process dependent factor, including a form
factor and a phase-space. For virtual photons, the factor goes to 1 as me. —
0 or mee < pr. Equation 1.5 describes the relationship not only decays from
virtual photons but also electron pairs from Dalitz decays. Therefore, the
shape of invariant mass distributions is different between virtual photons and
electron pairs from Dalitz decays.

1.7 Related measurements

This section introduces dielectron and direct photon results measured in sev-
eral collision systems and energies in RHIC at BNL and the LHC at CERN.
We primarily focus on the low transverse-momentum region in heavy-ion
collisions, which are directly related to the thesis. Dielectrons are produced
throughout the entire stages of the collision system time-evolution, as well
as direct photons. These electromagnetic probes have no color charge, and
therefore they can provide clean information to understand the time evolu-
tion of the created matter.
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1.7.1 Dielectron measurement

n°n Dalitz-decays

p,w

dN,, / dydm

Drell-Yan ’
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Figure 1.10: Expected dielectron source in heavy-ion collisions [24]

Electron-positron pairs or dielectrons are an excellent probe for under-
standing the created matter’s time-evolution due to escaping from the mat-
ter without final state interactions. Therefore, the dielectron spectra contain
the whole time evolution and dynamics. The properties of low-mass vec-
tor mesons are a candidate for searching chiral symmetry restoration in the
high-temperature state. Moreover, the direct photon contribution from the
internal conversion is also included in the spectra at the low invariant mass
region.

Figure 1.10 shows an expected dielectron spectrum in heavy-ion colli-
sions [24]. The spectra can be classified into three regions: the high-mass,
intermediate-mass, and low-mass regions. The high-mass region is located
above the J/W invariant mass. The dominant contribution in this region is
the hard scattering on partons. Dielectrons are produced through the Drell-
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Figure 1.11: Dielectron spectrum in minimum bias Au+Au collisions at
V/Sny =200GeV measured by the PHENIX experiment [25]

Yan process (¢q — [717) and correlated semi-leptonic decays of heavy quark
pairs, as well as J/W¥ and U’ particles. The invariant mass range between
¢ and J/W is the intermediate region. Thermal radiation dielectrons arisen
from the hot medium are expected to contribute to the region by the theo-
retical models. The electron pairs originated from the semi-leptonic decay of
cc is a dominant background in the intermediate-mass region. The low-mass
region places under the ¢ meson invariant mass. Dalitz decays of 7% and
1 mesons contributes as the dominant source, and p and w also appear in
the region. In-medium decay of p meson arising from the hadronic phase is
expected to be another dominant source. The lifetime of the p meson, 1.3
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fm/c, is much shorter than the expected lifetime of the hadronic phase, and
p couples to the 7w channel strongly. Therefore, the shape and the yield can
reflect on the medium modifications due to chiral symmetry restoration [26].
In addition, the quasi-real virtual photon contribution appears in the region
where the low transverse-momentum is much greater than its invariant mass.
Any source of real photons also emits virtual photons, which convert to low
mass dielectrons. The contribution arises from the initial hard scattering
such as Compton scattering and thermal radiation from the hot medium.
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Figure 1.12: Dielectron spectrum in p+p and Au+Au collisions at
V/Snny =200GeV measured by the PHENIX experiment [25]
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Dielectron spectra have been measured in p+p and Au+Au collisions
at /syy = 200 GeV reported by the PHENIX experiment [25]. Figure
1.11 shows the inclusive dielectron invariant-mass spectrum in minimum-
bias Au+Au collisions. The inclusive spectrum is compared to expectations
from hadronic decays, heavy flavor, and Drell-Yan contributions, which are
evaluated by the well-tuned simulations. The data and expectations are
compared as a ratio. An enhancement appears at the low invariant-mass
region. The enhancement factor, defined as the ratio between the measured
and the expected yields, is studied for different centralities. The enhancement
increases with centrality, and it is qualitatively consistent with the conjecture
that an in-medium enhancement arises from the scattering process of 77 or qq
annihilation. Figure 1.13 shows the measured spectra for six centrality bins
in Au+Au collisions, together with p+p results. The expectations from the
hadron decay models represented by the solid and dashed lines are compared
to the measurements. The detailed study of the enhancement is reported
by the PHENIX experiment [27]. The excess yields calculated by the data
subtracted hadronic cocktail excluding vacuum p are consistent with the
expectations from the thermal radiation from the hadronic (p broadening)
and QGP phases.

The STAR experiment measures the dielectron production in several col-
lision energies from /syy = 19.6 to 200 GeV [28, 29, 30]. The RHIC collider
provided several beam energies to study the phase diagram of the QCD mat-
ter, and the program is called the Beam Energy Scan. Figure 1.14 shows the
results of the dielectron spectra with several collision energies from /syy =
19.6 to 200 GeV [30]. The enhancement in the invariant mass region of the
w and ¢ mesons are studied in several collision energies. The invariant mass
and width of vector mesons could be modified because of interactions with
the hot and dense matter. The STAR experiment studies the mass shape
and width of w and ¢ in Au+Au collisions at \/syny = 200 GeV [29]. The
mass shift from the measurement agrees with the PDG values within the
uncertainties.

Dielectron invariant-mass spectra in Cu+Cu collisions at /syy = 200
GeV are reported as a preliminary result by the PHENIX experiment [31].
The spectra for 0-10% and 10-20% are shown in Fig. 1.15. The inclusive
spectra are compared to the expectations from hadronic cocktail, heavy fla-
vor, and Drell-Yan contributions. The large enhancement in the mass above
the pion mass and below the omega mass is reported in the minimum bias
events.
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Figure 1.13: Centrality dependece of the dielectron enhancement in 0.3 <
Mee < 0.76 GeV/c? in Au+Au collisions at Vsny = 200 GeV. The dielec-
tron yields after subtracting the hadronic cocktail without p broadening are
compared to the model calculations. [27]

Dielectron azimuthal anisotropy is measured in Au+Au collisions at \/syy =
200 GeV by the STAR experiment [32]. The result of dielectron azimuthal
anisotropy at the low invariant mass region, m.. < 1.1 GeV/c?, is consistent
with the simulated anisotropy for 7°, , w, and ¢. The dielectron anisotropy
at high mass region, 1.1 < m,. < 2.9 GeV/c?, is consistent with the estimated
anisotropy magnitude from c¢ contribution.

1.7.2 Direct photon spectra

Direct photons are also a clean probe in heavy-ion collisions because they
are color blind particles originating from the whole stage. Direct photons
carry pure information about the property of created matter. Supposing the
hot-and-dense matter is created in the heavy-ion collisions, the matter would
radiate thermal photons. Thermal photons are assumed that they appear in
the low transverse-momentum region by theoretical models. Meanwhile, the
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Figure 1.14: Dielectron spectra in Au+Au collisions with several collision
energies measured by the STAR experiment [30]

prompt photons produced in the initial hard scattering are the dominant
contribution at the high transverse momentum region.

Direct photons at high-transverse momentum region

Direct photons at the high transverse-momentum region are mainly produced
by the initial hard scattering. The PHENIX experiment measures centrality
dependence of direct photon production in Au+Au collisions at \/syy = 200
GeV [33]. Direct photons are measured by subtracting the decay photons
from the inclusive photons. Accordingly, experiments measure the inclusive
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Figure 1.15: Dielectron spectra in Cu+Cu collisions at /syny = 200 GeV for
0-10% (left) and 10-20% (right) centrality classes measured by the PHENIX
experiment [31]

photon spectra, whereas the Monte Carlo simulations evaluate the decay
photon spectra based on the measured 7° and 7 spectra. The following
double ratio is defined:

R = (7/70>Measured s “YMeasured . (16)
! (,7/ 7.‘-O)Background fVBackground

The denominator is the ratio of background photon to 7°, while the numer-
ator is the ratio of the measured photon to 7°. Significant deviations of the
double ratio above unity indicate a direct photon excess. Figure 1.16 shows
the double ratio in Au+Au collisions at /syny = 200 GeV. A significant
excess is observed at high transverse-momentum.

Direct photon spectra are calculated from the double ratio and measured
inclusive spectra and it expresses as

Ydirect = (1 - R;l) Ymeasured - (17>

The calculated direct photon spectra for various centralities are shown in Fig.
1.17. The vertical error bars with the arrow indicate the measurement con-
sistent with zero yields. The solid curves in the figures express perturbative
QCD predictions. The theoretical calculations can describe the measured
data well, especially in the high transverse-momentum region. Meanwhile,
in the low transverse-momentum region, the total errors are too large to
compare with the pQCD predictions adequately.
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Figure 1.16: The double ratio of measured (7/7°)y; .cueq invariant yield ratio
to the background decay (7/7°)p,groma Tatio as a function of transverse
momentum in Au+Au collisions at \/syy = 200 GeV measured by the real
photon measuremnet in the PHENIX experiment [33]

The direct photon yields in the high transverse momentum region can be
described by the N.o scaling from p+p collisions, whereas the hadron yields
are suppressed in the heavy-ion collisions [34, 35]. The suppression can be
measured by the R 4 variable given by

E dSNAA E dSNAA
Rap= —2 o = 0 (1.8)
AA — N EPNw o BNy :
coll dp3 AA dp3

Here, the denominator and numerator denote the T'44 scaled invariant yield
in p+p collisions and invariant yield in heavy-ion collisions, respectively.
Direct photons at low transverse momentum

At the low transverse-momentum region, thermal photons from the hot
medium are expected the dominant source. Direct photon spectrum in rela-
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Figure 1.17: Direct photon spectra as a function of transverse momentum in
Au+Au collisions at /syy =200GeV measured by the PHENIX experiment.
The spectra are obtained for nine centrality bins, and the solid curves denote
the pQCD predictions. [33]

tivistic heavy-ion collisions was first measured in the WA98 collaboration at
the SPS collider in CERN [36, 37]. The direct photon yield measurement in
the central Pb+PDb collisions was interpreted either as thermal photons from
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QGP or multiple soft scatterings without QGP formation [38]. The PHENIX
experiment at RHIC has successfully measured low transverse-momentum
direct-photons in p+p, d+Au, and Au+Au collisions at /syy = 200 GeV
25, 39, 40]. Thermal photons are observed in Au+Au collisions, whereas the
p+p and d+Au results are consistent with the pQCD calculations. As men-
tioned above, the signal-to-background ratio in real photon measurements
worsens at the low transverse-momentum region due to the vast number of
backgrounds and detector resolution degradation. Therefore, the measure-
ments have done by the virtual photon method. The method uses the internal
conversion that the virtual photons convert to electron pairs. The method
improves the signal-to-background ratio by a factor of about 5 to avoid 7
meson contribution.

The first measurement of thermal photons is reported in Au+Au collisions
at /syy = 200 GeV by the PHENIX experiment [39]. The direct photon
spectra for three centrality bins are shown in Fig. 1.18. The Au+Au results
with three centralities are presented together with the p+p results. The
theoretical prediction from pQCD calculations describes the p+p results well,
while an excess over the prediction is observed in Au+Au collisions. The
direct photo excess yields in Au+Au collisions are implied by the thermal
radiation from the QGP matter. The effective temperature is obtained from
the fit by an exponential function to the yields, and 7" = 233 MeV/c for the
minimum bias collisions. The STAR experiment also measure direct photons
via the virtual photon in Au+Au collisions at /syy = 200 GeV with the
transverse momentum ranges 1 < pr < 3 GeV/c and 5 < pr < 10 GeV/c
[41].

It is remarkable that the direct photons at \/syy = 200 GeV are only
measured in p+p, d+Au and Au+Au, yet to be measured in Cu+Cu col-
lisions. Consequently, it is worth measuring the direct photons in Cu+Cu
collisions to compare the other collision system at the same collision energy
to study the collision system-size dependence.

1.7.3 Centrality dependency of direct photons

Low transverse-momentum direct photons are also measured by the exter-
nal conversion method. The method improves the real photon measurement,
and it uses the conversion electron pairs originated in the interaction be-
tween real photons and detector materials. The direct photon measurement
via the external conversion extends to the lower side of the transverse mo-
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Figure 1.18: Direct photon spectra measured by the internal conversion
method and the real photons in Au+Au collisions at /syy =200 GeV re-
ported by the PHENIX experiment [39]

mentum range. It is also successful that the method measures with a wide
range of centrality compared to the virtual photon method. Therefore, the
detailed production mechanisms of direct photons can be provided by the
measurements.

The external conversion method is performed in Au+Au collisions at
Vvsnny = 200 GeV, and the results of the thermal photon spectra are shown in
Fig. 1.19. The thermal photon spectra are calculated from the direct photon
spectra by subtracting the scaled p+p results. The slopes of the spectra
indicate the estimated effective temperature of the created matter. The
effective temperatures are calculated from the fit by an exponential function
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Figure 1.19: Thermal photon spectra by the external conversion method in
Au+Au collisions at /syy = 200 GeV, together with the exponential fit
results. [42]

with the fit range 0.6 < pr < 2.0 GeV/c, and they are approximately 240
MeV /¢ independents of centrality. Figure 1.20 shows the integrated thermal
photon yields as a function of the number of participants Ny, for different
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Figure 1.20: Integrated thermal photon yields for different lower transverse-
momentum limit in Au+Au collisions at /syy = 200 GeV [42]

1.7.4 Collisions energy dependence of direct photons

Direct photons have also been measured in lower collision energies in the
RHIC collider and higher collision energies in the LHC. RHIC provides the
exploration of the QCD phase diagram with Beam Energy Scan (BES) in
2010 and 2011 as BES phase-1 [43]. The PHENIX experiment collected
the Au+Au collision data at /syy = 39 and 62.4 GeV and reported direct
photon production [44]. Besides, the LHC collider can provide higher collision
energies than RHIC because it has a larger circumference, about 30 km. The
ALICE experiment at the LHC reported the direct photon measurement in
Pb+Pb collisions at /syn = 2.76 TeV [45].
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Figure 1.21: Direct photon spectra in Pb+Pb collisions at /syy = 2.76TeV
measured by the ALICE experiment [45]. The spectra for three centrality
classes, together with several theoretical models, are shown in the figure.

Figure 1.21 shows the direct photon spectra in Pb+Pb collisions at \/syy =
2.76 TeV. The spectra are measured in three centrality bins, and they are
compared to several theoretical models from pQCD calculations with differ-
ent parameterizations. The inverse slope of the exponential function gives
the effective temperature, and the results are T' = 297 MeV for 0-20% and
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410 MeV for 20-40% centrality. The effective temperature measured in the
LHC reaches higher than the RHIC collision energy of /syy = 200 GeV.
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Figure 1.22: Integrated direct photon yields (pr > 5 GeV/c) in several col-
lision system together with pQCD calculations [44]

The integrated yields of direct photons are measured in several collision
systems [44]. The integrated yield is calculated by the integral of the direct
photon spectrum. Figure 1.22 shows the integrated yield as a function of
dNen/dn in p+p, Aut+Au, and Pb+Pb collisions. The yield dN.,/dy has a
scaling described as proportional to (dNe,/dn)® with o ~ 1.25. The inte-
grated yields for several collision systems are compared to the expectation
from pQCD calculations. The same scaling can describe the integrated yields
for given collision energy, but an additional multiplicative factor is needed
to explain the collision energy dependence.
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1.7.5 Direct-photon collective flow

The elliptic flow of charged hadrons was first observed in Au+Au collisions
at /sSyy =130 GeV at the STAR experiment [14]. The elliptic flow is an
asymmetry of the azimuthal distribution with respect to the reaction plane.
The azimuthal anisotropy is supposed to be zero in the simple nucleus-nucleus
collisions. However, the strong azimuthal anisotropy has been measured by
experiments [15, 46, 47, 48]. Therefore, strong anisotropy is meant to be
produced by particle interaction and space-time evolution. In the non-central
collisions, the participant’s shape is elliptical, and thus the shape leads to
a pressure gradient. The particles inside the created matter move following
the pressure gradient, and the matter expand over time. Relativistic viscous
hydrodynamic calculations can describe the elliptic flow well [49, 50, 51].
The hydrodynamical calculations can describe the experimental results well.
Comparing the experimental and theoretical results that the created medium
behaves like a nearly perfect liquid [52]. The theoretical calculations suggest
that the medium has early local thermalization [53].
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Figure 1.23: Direct photon elliptic flow vy and triangular flow v3 in Au+Au
collisions at \/syny = 200 GeV measured by the PHENIX experiment [54]

The PHENIX experiment reports the large azimuthal anisotropy for di-
rect photons in Au+Au collisions at \/syy = 200 GeV [54, 55]. The mag-
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nitude of the elliptic flow for direct photons is comparable to one observed
for hadrons [56]. Figure 1.23 represents the results for the second and third-
order Fourier components for several centralities in Au+Au collisions. Both
measured Fourier components of direct photons are found to be of a large
magnitude. The second-order Fourier coefficient has a centrality dependence,
while the third-order Fourier coefficient has no centrality dependence. The
ALICE experiment also reports the elliptic flow of inclusive and direct photon
in Pb+Pb collisions at /syn = 2760 GeV [57]. The experiment measures the
direct photon flow via the external conversion method, and the magnitude of
the direct photon elliptic flow shows a similar to the PHENIX measurement.

1.7.6 Direct photon puzzle

Low transverse-momentum direct photons are expected to contain the ther-
mal photons as a dominant contribution. The spectrum and yield of the
direct photons are sensitive to the temperature. The slope of the spectrum
is proportional to T.g, and the yield is proportional to 7%. The azimuthal
anisotropy has a sensitivity to the space-time evolution with collective mo-
tion. Therefore, direct photon measurements help us to understand the char-
acteristics of the created matter and its evolution.

Figure 1.24 shows the results on the direct photon measurement of the
yield and azimuthal anisotropy in Au+Au collisions at /syy = 200 GeV
[54]. The direct photon spectrum measures the large yield of direct photons
in the low transverse-momentum region. The result suggests that low mo-
mentum direct photons are emitted from the early stage, where the system
temperature is high. The direst photon azimuthal anisotropy measures a
large magnitude of vy comparable to hadron vy. The vy result implies that
low momentum direct photons are produced in the late stage, where the
system collectivity is sufficiently built up.

Both experimental results are compared to several theoretical models si-
multaneously. The comparison shows a large deviation between the data and
models in either the yield or anisotropies. Low momentum direct photons
are thought to be dominantly contributed from thermal photons radiated by
Quark-Gluon Plasma. However, theoretical models struggle to explain the
direct photon production at the same time. This problem is called the direct
photon puzzle.
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Figure 1.24: Direct photon spectrum and azimuthal anisotropies of the sec-
ond and third Fourier components in Au+Au collisions at /syy = 200 GeV,
together with several theoretical models. [54]

1.8 The thesis motivation

The thesis motivation is to study the production of low transverse-momentum
direct-photons in ultra-relativistic heavy-ion collisions. Direct photons do not
participate in the strong interaction; therefore, they are an excellent probe to
study the properties and dynamics of the created matter. Direct photons are
emitted in the entire stages of the collisions, and they carry pure information
of the stage in which they were produced.

Direct photon production has been measured in various collision systems
and energies in RHIC and the LHC experiments. The yields and anisotropy
are measured, and the experimental results are compared to the theoretical
models. However, any theoretical approaches do not exist to simultaneously
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explain the observed data for both yields and anisotropies. The large thermal
photon yield is expected to be produced at the early stage, whereas the large
azimuthal anisotropy is supposed that the photons are originated in the later
stage. The contradiction of the thermal photon production is known as “the
direct photon puzzle”.

The thesis presents the measurement of low transverse-momentum direct-
photons in Cu+Cu collisions at /syy = 200 GeV. Direct photons are mea-
sured by the virtual photon method. The data was taken by the PHENIX
experiment at the RHIC collider in Brookhaven National Laboratory. The
PHENIX detector has an excellent ability to measure electrons and positrons
with a wide range of transverse momentum.

Direct photon measurement in Cu+Cu collisions provides additional in-
formation on the collision system-size dependence of low transverse-momentum
direct photon production. This thesis focuses on three centrality classes; min-
imum bias, 0-40% as central collisions, and 40-94% as peripheral collisions.
These collisions are compatible with the Au+Au peripheral collisions.

We extract the virtual photon contribution as an excess over the known
hadron decay contributions in the invariant mass distribution. The extracted
contribution, the direct photon fraction, is converted into the direct photon
spectra. The measured spectra for three centrality classes are compared to
the Au+Au results, and the effective temperature is calculated from the
inverse slope of the spectra. The direct photon rapidity density is also in-
vestigated as a function of the number of participants, Npat. The Cu+Cu
results provide the system-size dependence of the production, and we discuss
the collision system dependence of the direct photon production.

The structure of this thesis is as follows. Chapter 2 describes the introduc-
tion of the experimental setup. Chapter 3 expresses the analysis method for
direct photon measurement via virtual photons, including subtracting a large
amount of background and signal extraction. The next chapter, Chapter 4,
shows the measurement results, including the discussion about the direct
photon spectra and rapidity density compared to results in other collision
systems. Finally, Chapter 5 gives the conclusion of the thesis.



Chapter 2

Experimental setup

We measured nucleus-nucleus collisions by the Pioneering High Energy Nu-
clear Interactions eXperiment (PHENIX) at the Relativistic Heavy Ion Col-
lider (RHIC) at Brookhaven National Laboratory (BNL). In this chapter, we
introduce an overview of the RHIC complex and the PHENIX detector.

2.1 Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider (RHIC) locates at Brookhaven National
Laboratory (BNL) in Long Island, New York, the United States. The purpose
of the collider experiment is to discover a new high-temperature and high-
density matter and research the characteristics of the QGP state in ultra-
relativistic nucleus-nucleus collisions.

RHIC can accelerate and collide various nuclei from light ions, protons to
heavy ions, uranium. The maximum energy at RHIC is up to 100 GeV per
nucleon for copper and gold, and that of a proton is 250 GeV. The collision
energy of RHIC is one order of magnitude higher than that of the Alternating
Gradient Synchrotron (AGS) at BNL and the Super Proton Synchrotron
(SPS) at CERN.

Figure 2.1 shows the RHIC complex arrangement, including four exper-
iments and pre-accelerators. The RHIC collider comprises two individual
superconducting rings of 3.8 km in circumference, one for the clockwise ring,
the Blue ring, the other for counter-clockwise, the Yellow ring. These two
rings intersect at six points, and the four experimental facilities, PHENIX,
STAR, BRAHMS, and PHOBOS, are initially located at each one of the in-

43
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Figure 2.1: Relativistic Heavy Ion Collider (RHIC) complex arrangement,
including the LINAC and the Tandem Van de Graaff as a pre-accelerator,
and the Alternating Gradient Synchrotron (AGS). [58]

tersection points. Clock positions enumerate the points; the PHENIX facility
locates at 8 o’clock and the STAR facility at 6 o’clock.

The LINAC and the Tandem Van de Graaff are the source of the ions
and pre-accelerator for protons and heavy ions such as copper and gold,
respectively. The injected atoms are partially stripped of electrons, and the
accelerated ions send to the Booster Synchrotron. The ion beam is stripped
again and reaches 37 % of the speed of light. After the booster, the ion beams
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are injected into Alternating Gradient Synchrotron. The AGS accelerates the
beams up to 28 GeV for proton and 10.8 GeV per nucleon for heavy ions.
After that, the ion beams are delivered to RHIC through the AGS-to-RHIC
Beam Transfer Line with stripping of electrons at the AGS exit. Finally, the
beams are accelerated and stored in RHIC.

2.2 The PHENIX detector

The Pioneering High Energy Nuclear Interactions eXperiment (PHENIX) is
designed to measure several fundamental probes in heavy-ion collisions, es-
pecially electromagnetic probes [59]. The PHENIX detector comprises three
detector systems: the global detectors, the central arm spectrometers, and
the muon arm spectrometers. Figure 2.2 shows the detector configuration on
both the beam and side views in 2005. The PHENIX detector has an excel-
lent particle identification capability in a broad transverse momentum range
to measure photons, leptons, and hadrons simultaneously. The central arms
placed on the east and west sides dedicate themselves to measure photons,
electrons, and hadrons, whereas the muon arms located on both the north and
south sides give muon measurements. Besides, the global detectors measure
the start timing, collision vertex, centrality, and reaction plane. The central
arms are employed in this study to measure low transverse-momentum direct
photons, and it covers pseudo-rapidity, n, with £0.35 and azimuth with 90
degrees. In the following sections, we describe the details of the PHENIX
detectors focusing on related to the thesis.

2.3 Global detectors

The global detectors characterize the collision events by measuring the colli-
sion vertex, particle multiplicity related to the centrality, and reaction plane.
Once the collision occurs, the global detectors determine the start timing
for time-of-flight measurement and give the start signal to spectrometers.
The PHENIX experiment has two global detectors, the Beam-Beam Coun-
ters inside the central arm and the Zero-Degree-Counter located far from the
detector center.
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Figure 2.2: The configuration of the PHENIX detector in 2005. The drawing
shows the beam view (Top) and side view (Bottom) of the detector. [60]
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2.3.1 Beam-Beam Counters

The Beam-Beam Counters (BBCs) are a pair of Cherenkov detectors located
on the north and south sides around the beam pipe at a distance of + 144.35
cm from the nominal interaction point [61, 62]. Each of the BBC comprises 64
elements of a mesh-dynode type photomultiplier tube (PMT) with a quartz
Cherenkov radiator. The BBC detector covers the range of 3.1< |n| <3.9 in
pseudo-rapidity and full azimuthal angle (A¢ = 2m).

.

r

(a) (b)

Figure 2.3: The BBC detector. (a) shows a BBC element, a photomultiplier.
(b) shows a BBC array. [63]

BBC has four essential roles: to trigger the PHENIX Minimum-Bias
events, to determine collision vertex, centrality, and reaction plane. Be-
sides, BBC measures the collision timing for the time-of-flight measurement
together with the Time-of-Flight detector.

The BBCs determine the collision vertex and timing by the difference and
average of hit time between the north and south side counters. The vertex
Zote and the start timing ¢, are calculated by the following equations;

Tou _Tor
Zote = South 2 North X ¢ (21>

_ TSouth + TNorth - (2 X L/C)
2

where L is the known distance from the center of the PHENIX detector to
the BBC detector position, 144.35 cm, and c is the speed of light.

to (2.2)
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The collision centrality is measured by the BBC multiplicity along with
the ZDC deposit energy, and the reaction plane is determined by the az-
imuthal distribution of the measured particles in the BBC described in detail
in Sections 3.2.3 and 3.2.4, respectively.

2.3.2 Zero-Degree Counters

The Zero-Degree Counters (ZDCs) are a pair of hadron calorimeters located
at a distance of 18 m downstream of the PHENIX north and south sides
[64]. The ZDCs measure the energy of spectator neutrons, which does not
participate in the collision interactions. Besides, the detectors are standard
equipment in all experiments in the RHIC collider. Figure 2.4 shows the cut-
away view related to the ZDC detectors. The Dipole Magnets are installed
between the interaction point and the ZDC. Therefore, the charged particles
in the spectators are deflected by the magnet, and the neutral particles,
neutrons, only hit the ZDC and deposit the energies. The ZDC detectors
provide the centrality determination.

2.4 The central arm detectors

The PHENIX Central Arms locates on the west and east sides. Each arm
covers the pseudo-rapidity and azimuthal angle ranges of || < 0.35 and
|¢| < /2, respectively. Several detectors are installed in the central arms to
measure electrons, photons, and hadrons. The Drift Chambers (DCs) and
Pad Chambers (PCs) determine the charged particle trajectories and mea-
sure their momenta. The electric charge signs of the particles are identified
by the trajectory curvatures. The Ring Imaging Cherenkov counter (RICH)
provides electron identification by energy-momentum matching. Electromag-
netic calorimeters (EMCals) consists of eight separate sectors: two sectors
located in the bottom of the east arm are lead-glass (PbGl), the other six
sectors are lead-scintillator (PbSc). In the following subsections, we describe
the detectors used in this study.

2.4.1 The Central Magnet

The PHENIX Central Magnet is comprised of the Central Magnet and the
Muon Magnets [66]. The Central Magnet provides the magnetic field around
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Figure 2.4: The cut-away view of the zero degree calorimeters. [64]

the collision vertex point, while the Muon Magnets provide the magnetic
field for the forward and backward region of the PHENIX detector. The
Central Magnet is used for charged particle measurement by the central arm
detectors. The Central Magnet consists of two pairs of concentric Helmholtz
coils; the inner and outer pair. The inner coils provide a magnetic field around
the interaction point parallel to the beam direction with axial symmetry. In
this thesis, electrons and positrons are measured by the central arm detectors,
and they follow a curved path in the magnetic field. The Muon Magnets are
utilized for muon measurement by the muon spectrometers.

Figure 2.5 shows a cut-away view for the PHENIX Central and Muon
Magnets and their magnetic field lines in (+4) configuration. The Helmholz
coil can be operated with the same (++) or opposite (+—) polarity. The
data we use in this study is collected with the same polarity configuration.

The coverage of the magnetic field is 70° < 6 < 110° and |n| < 0.35.
The provided magnetic field allows charged particle tracking and momentum
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Figure 2.5: The PHENIX Central Magnet [65]

analysis. The magnitude of the magnetic field at R =0 cm is 0.5T, and it
gradually decreases with approximately the Gaussian profile to zero at R >
250 cm. Then, charged particles pass straight through in the RICH detector
due to the magnetic field’s no effect.

2.4.2 Drift Chamber

The Drift Chambers (DCs) is the primary tracking detector in the PHENIX
experiment for measuring charged particle trajectories [67]. The DCs are
located between 2.02 and 2.48 meters in radius from the beam axis. The
Drift Chamber is a cylindrical shape with the coverage of |z| < 90 cm and
/2 azimuthal angle.
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Figure 2.6: The construction of Drift chamber frame [67]

The inside of the DCs has filled a mixture gas of 50% Algon, 50% Ethane,
and a small fraction of alcohol. The mixture gas randomly ionizes when
the charged particles pass through. The ionized electrons from the primary
ionization process are drifted towards an anode wire in an electrical field. The
charged particle trajectories are reconstructed by hits in subsequent anodes.

Figure 2.7 shows a schematic view of a Drift Chamber. Mylar windows
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Figure 2.7: The wire position and the stereo wire orientation in Drift Cham-
ber. Left: the wire position layout within one sector and inside the anode
plane. Right: a schematic diagram of the stereo wire orientation. [67]

and titanium support frames enclose the drift zone of the gas-filled region.
The DC is consists of 20 sectors covering 4.5 degrees in azimuth.

The Drift Chamber with the help of the Pad Chamber measures the
trajectories for charged particles, and it determines transverse momentum
down to 200 MeV/c. The curvature of the track determines the momentum
since the curvature is in inverse proportion to the momentum.

2.4.3 Pad Chamber

The Pad Chambers (PCs) are multi-wire proportional chambers consisting
of three individual layers, PC1, PC2, and PC3 [67]. Each PC has a single
wire plane inside a gas volume bounded by two cathode planes. The PCs are
operated with a mixed gas of 50% argon and 50% ethane. The PC1 is the
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innermost layer between the DC and the RICH in both the East and the West
arms. The PC2 is the middle layer installed behind the RICH only in the
West arm. The PC3 is the outermost layer in front of the Electro-Magnetic
Calorimeter (EMCal) in both arms.

[ .
| Anode wire
L Field wire
[
I
[ |
[
[—
1 [
8.4mm
—«— Center pixel
. . } 1.5mm
Side pixel —» | 2.7mm
8.2mm

Figure 2.8: Left: The pad and pixel geometry. Right: Pad design [67]

The system of PCs provides three-dimensional space-points of charged
particles outside the magnetic field. The PC1 also provide z-coordinate at
the exit of the DCs that is essential for determining three-dimensional vec-
tor momentum of charged particles. The PC2 and PC3 are used to reject
many background tracks produced by particle decays and particle-detector
interactions outside the aperture of the DC.

2.4.4 Ring Imaging Cherenkov Counters

A Ring Imaging Cherenkov Counters (RICH) is a gas Cherenkov detector as
a primary device to identify electrons and positrons among a large amount
of charged pions in the PHENIX experiment [68]. The RICH is installed
between the PC1 and PC2 in both the east and west arms.

The principle of Cherenkov detectors is that a charged particle traveling in
a medium with a velocity fc emits the Cherenkov radiation with the angle
cosf. = 1/ (nf) because the velocity is greater than the speed of light in
that medium. The threshold of Cherenkov radiation for pions are at about
4.9 GeV/c, while electrons are at about 0.02 GeV/c. Therefore the RICH
provides e/m discrimination below the pion threshold and a hadron rejection
ratio of 10* to 1 below the threshold.
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Figure 2.9: A cutaway view of one arm of the PHENIX RICH detector [68]

The schematic view of the RICH is shown in Fig. 2.9. The RICH is
consists of three parts: a gas vessel, reflective mirrors, and photomultiplier
tubes. The CO, gas as radiator gas is filled in 40 m? vessel between the
entrance and exit windows. The 48 composite mirrors forming two inter-
secting spherical surfaces focus the Cherenkov ring onto the photomultiplier
tubes with a total reflecting area of 20 m?. One thousand two hundred eighty
photomultiplier tubes are installed in two arrays located behind the central
magnet; therefore, the particles originated from the collisions do not directly
hit the tubes.

2.4.5 Electro-Magnetic Calorimeter

The Electro-Magnetic Calorimeter (EMCal) measures the spatial position
and energy of electrons and photons [69]. Electrons and photons lose their
energy in matter predominantly via Bremsstrahlung and electron pair pro-
duction, respectively. The radiation length X is defined as the length of the
electron’s energy reduced to 1/e.

The PHENIX EMCal is located at the most outside of the central arms
covering the range of 70° < 6 <110° subtending 90° in azimuth angle for
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Figure 2.10: Interior view of a Pb-scintillator calorimeter module showing
a stack of scintillator and lead plates, wavelength shifting fiber readout and
leaky fiber inserted in the central hole. [69]

each arm. The PHENIX EMCal is installed in both east and west arms, and
each arm comprises four sectors. In the east arm, the two top sectors are
installed lead-scintillator calorimeter (PbSc), while the two bottom sectors
are a lead-glass calorimeter (PbGl). In the west arm, all four sectors are
lead-scintillator calorimeter.

The lead-scintillator calorimeter (PbSc) is a shashlik type sampling calorime-
ter. The PbSc calorimeter contains 15,552 individual towers, and each tower
is made of 66 sampling cells with 18 X, and about 30 mm of Moliere radius.
A module containing four towers is shown in Fig. 2.10. These four towers
are optically isolated and connected to the wavelength shifting fiber. The
photomultipliers are located on the backside of the tower. The energy and
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position resolutions of the PbSc calorimeters are as follows, respectively.

%E = % ®2.1% (2.3)
PbSc _ mm 5.7(mm) sin
oPYSe () = (1.55( )& s (GQV)) BAxsin(d)  (2.4)

where 6 is an impact angle of particle, and A is given by radiation length.
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Figure 2.11: Exploded view of a lead-glass detector supermodule. [69]

The lead-glass calorimeter (PbGl) is a Cherenkov calorimeter which had
been previously used in the WA98 experiment at the SPS collider at the
CERN. The PbGI calorimeter contains 192 supermodules, and each super-
module consists of 24 modules. Figure 2.11 is shown the PbGIl supermodule
made of 6x4 modules. The module has 14.4X, and 36 mm of Moliere ra-
dius and are individually wrapped with aluminized mylar foil to be optically
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isolated. The energy and position resolutions of the PbGI calorimeters are
obtained by the followings, respectively.

— =——— 3 0.8%. 2.5
E E (GeV) poes (25)

oPPS(E) = 0.2(mm) @ 8.4(mm)

. We\/) (2.6)

2.5 Data Acquisition System

The overview of the Data Acquisition System (DAQ) in the PHENIX ex-
periment is described in this section [70, 71]. The expected interaction rate
provided by the RHIC collider varies from a few kHz for central Au+Au colli-
sions to a few hundred kHz for p+p collisions. Furthermore, several hundred
particles are passed through the detector in central Au+Au collisions, while
a few particles in p+p collisions. The measured particles include various ob-
servables: hadrons, leptons, and photons. Therefore, the PHENIX DAQ is
designed to handle various event sizes and rate seamlessly.
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Figure 2.12: Schematic diagram of the PHENIX on-line system [71]
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Figure 2.12 shows a schematic diagram of the PHENIX DAQ. The RHIC
derivers the beam with the 9.4 MHz fundamental clocks corresponding to
106 ns of the time interval between beam crossing. All PHENIX Front-
End Electronics Modules (FEMs) are synchronized to the RHIC clock. The
RICH clocks are received by the Master Timing Module (MTM), and the
master timings are transmitted to the FEMs via the Granual Timing Mod-
ule (GTM). The FEMs are placed in the PHENIX Intersection Region (IR),
and they convert the analog signals from the detectors into digital data. The
Level-1 Trigger (LVL1) selects interesting events and rejects events due to
limited DAQ rates. The LVL1 is triggered based on the logical combina-
tion of the Local Level-1 decisions generated by the trigger detector, such
as the BBC and ZDC detectors. Once the LVL1 decision is generated, the
FEMs transfer the buffered data to the Data Collection Module (DCM) lo-
cated at the PHENIX Counting House. The data packets are sent to the
Sub Event Buffers (SEB). Then they are transferred to the PHENIX Online
Control System (ONCS) for online monitoring and logging and to the High-
Performance Storage System (HPSS) at RHIC Computing Facility (RCF) for
physics analysis.



Chapter 3

Analysis

This chapter describes the analysis for low transverse-momentum direct-
photon measurement in Cu+Cu collisions at /syy = 200 GeV with the
PHENIX experiment. We explain the analysis, including background repro-
ductions, signal extraction, and estimation of the systematic uncertainties.

3.1 Overview

The PHENIX experiment collects the Cu+Cu collision data with a minimum
bias trigger in 2005, the Run-5 of the RHIC operation. Low transverse-
momentum direct photons are measured by the virtual photon method be-
cause the signal-to-background ratio can be improved compared to the real
photon measurement. A virtual photon decay into an electron-positron pair.
Accordingly, the virtual photon method measures ee™ pairs. The direct
virtual photon contribution is statistically extracted as the remainder of the
ete™ invariant mass distribution after subtracting extensive backgrounds and
known hadronic contributions. The background contributions are evaluated
from both well-tuned Monte Carlo simulations and the experimental data.
Once the direct photon contribution is extracted, the direct photon spectra
and the rapidity density are calculated.

Section 3.2 describes the data set used in this analysis. The event trig-
ger and global variables for characterizing the collision events are explained.
Sections 3.3 and 3.4 express the charged particle tracking and electron iden-
tification by the PHENIX central arm detectors, respectively. Section 3.5
explains the extraction of electron pairs. Section 3.7 shows the tuning for

59
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the Monte Carlo simulations used for the background estimation. Sections
3.8 to 3.14 describe the background estimations and their subtraction. Sec-
tion 3.15 describes the extraction of the direct photon fraction. At last, we
describe the evaluation of systematic uncertainties in Section 3.16.

3.2 Event selection and global variables

3.2.1 Collected data and data set

The data of Cu+Cu collisions at the center-of-mass energy per nucleon pair
of 200 GeV, /syn = 200 GeV, is taken in the PHENIX experiment at the
RHIC collider in the year 2005. The collision system of Cu+Cu at \/syy =
200 GeV is only taken in 2005 at RHIC. This analysis is based on a minimum
bias sample of 4.95 x 10® collision events with the z-vertex within 25 cm of
the nominal interaction point equivalent to 0.44 nb~1.
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Figure 3.1: RHIC delivered Luminosity in Run-5 for Cu+Cu collisions at
\/SNN =200GeV [72]

3.2.2 Minimum Bias Trigger

The minimum bias trigger is defined by a signal coincidence of both the
BBC and ZDC detector signals. The BBC has a sensitivity to both particles
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from inelastic collisions and backgrounds from beam-gas and upstream in-
teractions. At the same time, the ZDC is sensitive to inclusive interactions,
including inelastic collisions and Coulomb dissociations. Therefore, requiring
the coincidence can reduce the backgrounds.

3.2.3 Centrality determination

Centrality is an experimental variable in heavy ion collisions related to the im-
pact parameter. Two heavy-ions collide with the impact parameter b shown
in Fig. 1.5. The impact parameter describes the geometry of the collisions.
However, the parameter can not be measured in experiments. Consequently,
to characterize the collision geometry, the centrality is defined by correspond-
ing the BBC multiplicity and the ZDC energy deposit.

Qgpc/Qgec

Figure 3.2: The correlation between BBC multiplicity and and ZDC energy
deposit to determine centrality in the PHENIC experiment [73]

Figure 3.2 shows the correlation between the BBC multiplicity and ZDC
energy deposit representing centrality boundaries. The multiplicity measured
by the BBC increases proportionally to the number of participants, Npg,,
while the deposit energy in ZDC decreases. Therefore, the anti-correlation
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appears between the BBC and ZDC measurements. The boundary of the
centrality is determined by the clock method expressed as

(QBBC—QU/Q%%)&)) (3.1)
Ewo/Egs )’

where QBpt and E73E is the maximum values of the BBC measured mul-
tiplicity and ZDC deposit energy, respectively. The available range of the
centrality in the PHENIX experiment is from 0 to 94% due to the trigger
efficiency. Moreover, the measured centrality can be related to the impact
parameters using the Monte Carlo simulation with the Glauber model, in-
cluding the detector response. In this analysis, we measure the direct photons
with the three centrality classes; minimum bias, 0-40%, and 40-94%.

—1
gbcentrality = tan (

3.2.4 Reaction plane determination

A reaction plane is a geometrical plane defined by the impact parameter
and the beam direction shown in Fig. 3.3. The reaction plane is used for
azimuthal anisotropy measurements of produced particles. The angle of the
reaction plane is measured from the azimuthal angles of produced particles
described as

1 (Ya= Y wisin(ng)
U= - tan~! <Xn =S cos (n@)) (3.2)

where X,, and Y,, are the n-th harmonic event flow vectors, and ¢; is the
particle azimuthal angle.

In the PHENIX experiment, the reaction plane is measured by the BBC
detector located in the mid-rapidity 3.1 < n < 3.9. The reaction plane reso-
lution is around 15% in Cu+Cu collisions at \/syy =200 GeV and depends
on the centrality. In this analysis, we use the reaction plane information
to measure single electron azimuthal anisotropy to correct the combinatorial
background shape described in Sec. 3.7.

3.3 Charged particle tracking

We explain the method for the reconstruction of charged-particle tracks and
their momentum measurement in this section. Tracks and momenta for
charged particles, including electrons and positrons, are reconstructed by
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Figure 3.3: The schematic image of reaction plane in heavy-ion collisions.
The reaction plane is defined by the impact parameter and the beam direc-
tion. [17]

the Drift Chambers and Pad Chambers. Once nucleus-nucleus collision oc-
curs, charged particles are emitted and passed through the magnetic field
forced by the PHENIX central magnet. They are bent to the perpendicular
direction with respect to the beam pipes until they arrive at the DC. When
charged particles reach the DC, they travel straight out due to almost no
magnetic field outside the DC.

Charged particle tracks are reconstructed in a two-dimensional space co-
ordinated by ¢ and a.. ¢ is the azimuthal angle of a track, and « is an inclina-
tion angle of a track with respect to the straight line connecting to the vertex
point. Figure 3.4 shows the schematic view of the two-dimensional space for
the track reconstruction. The ¢ angle depends on a particle’s momentum,
and the angle is inverse proportional to the momentum. The curvature sign
depends on the particle’s charge. The « angle allows the determination of
the transverse momentum pz, and the relation between o and pr is approx-
imately expressed as:

K
pr

where K is the effective magnetic field integral from the vertex point to the
DC.

o~

(3.3)
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Figure 3.4: The schematic view of a track reconstruction by the Drift Cham-
ber in x-y plane [63]

3.4 Electron and positron identification

We describe the electron identification that is called elD in this section.
Several variables from RICH and EMCal measurements are employed for
the eID. The eID is applied to the charged particle tracks. We consider the
following variables for the eID summarized in Table 3.1.

The electron identification variables in the RICH are n0, chi2/npe0, and
disp, while the variables in the EMCal are emcsdphi_e, emcsdz_e, and dep.

no

The n0 variable is the number of hit RICH photomultipliers. The variable
counts the hits within an annular region with a radius between 3.4 and 8.4
cm around the track projection. In comparison, a Cherenkov ring emitted
by an electron is expected 5.9 cm radius in the RICH detector. We require
the cut with n0>1.
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Table 3.1: The summary of electron identification cuts used in this study

elD cuts condition
n0 >1
chi2/npe0 <15
disp <75
\/TAg T OA, <3
dep < -20
pr > 0.3 GeV/c

disp

The disp variable is displacement which is the distance between the ring cen-
ter and the track projection. We define the npe0 variable as npe0 = > . npe;.
The npe0 means the number of photo-electrons within the association radius.
The ring center is reconstructed using npe0 as

ZRZ X N;e
center = 34
Feent npe0 (34)

The disp variable is calculated as

dlSp = \/(Zcross - Zcenter)2 - (Rcross - Rcenter)2 (35)

where Reenter = (Tcenters Zeenter) a0d (Teross, Zeross) 18 the coordinate which is
the track projection onto the PMT plane.

chi2/npe0

The chi2 variable is a y?-like variable of the Cherenkov ring shape between
the expected and measured rings. The npe0 variable is the number of photo-
electrons measured in a given RICH ring. The chi2/npe0 is defined as

2 i
Zrasso (RZ _ RO) X Npe
npe0

chi2/npe0 = (3.6)

where 7; is the hit PMT position, rq is the projection point of an associated
track, and N}, is the number of photo-electrons.
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emcsdphi_e and emcsdz_e

The emcsdphi_e and emcsdz_e are the distance between the track projection
position and hit position in the EMCal divided by the standard deviation.
The hit position is the center of the energy cluster at the surface of the
EMCal in azimuthal emcdphi and z-direction emcdz, while the coordinate of
the track projection in pemcdphi and pemcdz. The emcsdphi_e and emcsdz_e
are expressed as follows:

emcdphi — pemcdphi

O emcdphi (p)

emcsdphi =

emcdz — pemcdz

Oemcdz (p )

emesdz =

dep

The dep variable is a quantification of an energy-momentum matching. For

electrons with momentum above 200 MeV, their mass (m, = 511keV/c?) can

be negligible. Consequently, the energy deposited in the EMCal must match
the momentum. The variable is calculated as
E/p—1

dep = E/p-1) (3.9)

OFE/p

where F and p is a measured energy in the EMCal and track momentum,
respectively. op/, denotes the standard deviation of the E/p distribution.

Summary of electron identification

The RICH related variables n0 and npeQ express the association quality be-
tween the track and the hits. In contrast, the disp and chi2/npe0 represent the
ring shape reconstruction quality in the RICH. The combination of emcsdphi
and emcsdz in the EMCal variables indicate the normalized distance between
track projection position and hit position. The variable dep represents the
matching with energy and momentum.
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3.5 Electron pair selection

Reconstructed electron pairs are applied to several pair cuts to reject the
background electron pairs: fake electron pairs from detector ghosts and pho-
ton conversion pairs.

The source of any electrons or positrons is unknown; therefore, all elec-
trons and positrons are combined for composing foreground electron pairs.
Before employing the foreground pairs in this analysis, the pair cuts are
applied to the composed electron pairs.

3.5.1 Detector ghost pair cuts

The first pair cut removes the detector ghost pairs arising if two-electron
candidates share the detector information. These electron pairs correlate
and can be the background. There are two kinds of origins for ghost pairs:
one ghost pairs arise if two electrons have an overlapped RHIC ring, while
another produces if two electrons have an overlapping cluster in the EMCal.
The ghost pairs do not appear in the mixed events used to estimate the
combinatorial background described below section, while only appear in the
real events. Therefore, we need to remove the ghost pairs, and then we apply
the following two pair cuts for the foreground electron pairs.

RICH ring-share rejection
|Adcg| < 0.02 A |Adc,eq| < 0.5 (3.10)

DC ghost-tracks rejection
|Acrossy| < 0.01 A |Across,| < 25 (3.11)

3.5.2 Photon conversion cut

Photon conversions are created by the interaction between photons and the
detector material. Real photons from the collisions interact within the beam
pipe made of Beryllium (0.3 X) with a radius of 4 cm. These photons con-
vert to electron pairs with a probability of about 0.2%. These off-vertex
electron pairs are passed through a less magnetic field than the PHENIX
tracking algorithm assumes; therefore, it leads to an incorrect reconstruc-
tion of the particle momentum and the pair’s opening angle. These miss
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reconstructed pairs have an invariant mass up to me. ~ 0.3 GeV/c?. Hence,
photon conversion must be removed from the analysis.

B

©

/

beam pipe

Figure 3.5: A schematic image of the production of photon conversion elec-
tron pair at the beam pipe [63]

Figure 3.5 shows the schematic image of a photon conversion. A photon
originated from the collision interacts with the beam pipe, and it converts
into an electron pair. Blue and red lines represent the reconstructed tracks
assuming the PHENIX algorithms, while dashed lines are real tracks. The
real opening angle of the pair is much smaller than the reconstructed angle.
This incorrect reconstruction causes having an apparent mass that increases
with the distance from the collisions vertex. Therefore, photon conversion
electron pairs occur in the specific regions in the invariant mass distribution.
Corresponding the beam pipe origin pairs appear at m,, ~ 20 MeV /c?, while
the detector material origin appears at m.. ~ 80 MeV/c* and m., ~ 125
MeV /c?. Moreover, the Helium bag contributes the conversion peak M., <
300 MeV /2.

To reject the conversion electron pairs, we apply the ¢, cut on the pairs’
orientation in the magnetic field. The ¢, is defined as

_ P + P2 (3.12)
|p1 + P2 .

UV =PpP1 X P2 (3.13)
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w=uXUv (3.14)

Uq = |Z—;<j| (3.15)

¢y = arccos © Ya (3.16)
jwl|ual

where p is a momentum vector of electrons, and z is a unit vector of z-
direction.

3.6 Electron pair invariant mass

Identified electrons and positrons reconstruct their pair invariant-mass. The
invariant mass of electron pairs are calculated as follows:

mee = \/(Er + E. )’ = (po +p. )’ (3.17)

where F is an energy, and p is a momentum vector of electron and positron.
The square of the energies are calculated from the electron mass and
momentum as:

2
Eer B = (vt ept) ey

where m, is the electron mass = 511 keV /c?.
The transverse momentum of the pair is calculated as:

pr = \/ (Dot +Pyt)* + (Do + 1y )" (3.19)

3.7 Detector response in simulations

This section describes the tuning of electron identification variables and de-
tector response, including the acceptance in the simulation. The PHENIX
detectors include a mix of good and bad areas. To stabilize the acceptance,
we remove the lousy acceptance areas from the analysis and discrepancy be-
tween the data and the simulations. To evaluate background contributions
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and known hadronic components, we use Monte Carlo simulations; one sim-
ulation is for particle decays. Another is for reproducing detector response,
including geometrical acceptance and electron identification efficiencies. The
detector response in simulations must match with the experimental data due
to reproducing background distributions precisely. Therefore, we tune the
detector response in the simulations to replicate the experimental data and
confirm their agreement.
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Figure 3.6: Single electron pr compare with the data and the simulation

At first, we describe the distribution tuning of single-electron transverse
momentum. EXODUS is a fast Monte Carlo simulation of hadron decays,
and it simulates the particle generations and decays. It can reproduce given
decay modes for a given particle. The input shape of transverse momentum
in the EXODUS simulation is the modified Hagedorn function described in
Sec. 3.9.3. Generated particles in EXODUS are passed through the PISA
simulation. PHENIX Integrated Simulation Application, named PISA, is
a GEANT3-based Monte Carlo simulation [74], and it simulates a detector
response, including reconstruction efficiencies, detector smearing, material
effects, and detector oriented backgrounds [75].

Figure 3.6 shows the transverse-momentum distribution comparison be-
tween the data and the simulation for electrons and positrons. In order to
compare the distribution, electron pairs in the experimental data are selected
with the invariant mass me. < 0.03 GeV/c? where 7° Dalitz decay electrons
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are dominant region. In the simulation, 7° Dalitz decays are simulated, and
the generated electrons and positrons are passed through the PISA to simu-
late the PHENIX detector response. The black and red markers in the figure
denote the experimental data and simulation results, respectively. The repro-
duced distributions by the simulation are compatible with the experimental
data.
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Figure 3.7: The elD variable comparison between the data and the simulation
for electrons.

Next, we explain the tuning of electron identification (elD) variables in
the simulation. Generated particles by the simulation are applied elD cuts,
which are the same as the experimental data analysis. We check the response
of eID variables in the simulation and compare the variable distributions.

Figures 3.7 and 3.8 show the tuning results of eID variable for both elec-
trons and positrons. The invariant mass of electron pairs in the data is se-
lected below 0.03 GeV/c? similar to the transverse momentum comparison.
In the simulation, 7% Dalitz decay electrons are employed for this compari-
son. The black and red markers denote the elD variable distributions of the
real data and simulation results, respectively. The tuned elD variables in the
simulation are agreeable with the data.

Lastly, we apply the fiducial cuts to reject the unstable or dead areas in
the detectors. The PHENIX detector contains unstable and dead areas, and
these regions are rejected in the experimental data analysis. In the simula-
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Figure 3.8: The elD variable comparison between the data and the simulation
for positrons.

tion, we apply the same fiducial cuts in the experimental data to reproduce
the insufficient areas. We consider the two main detectors, the Drift Cham-
bers and the EMCal, for this tuning.

Figure 3.9 represents the Drift Chamber’s hit maps of single electrons
and positrons in the data and the simulation. The map is broadly divided
into four segments; In a clockwise direction, North-West, North-East, South-
West, and South-East are located. The horizontal axis represents zed, while
the vertical axis is dcphi. The zed parameter is the z coordinate at which
the particle track crosses the PC1. The dcphi is the coordinate of azimuth
angle ¢ at which the particle track crosses the DC reference radius. The low-
efficiency areas are rejected, and the hit map on the simulation is compatible
with the data.

Figure 3.10 shows the EMCal’s hit maps for both the data and the sim-
ulation. The hit maps consist of four segments as well as the DC’s. The
horizontal axis represents emc-z. Meanwhile, the vertical axis denotes the
emc phi. These variables represent z and ¢ coordinate, respectively. The
low-efficiency areas indicated the box-shape are removed from both the data
and the simulation.
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Figure 3.9: Hit map for dephi and zed

3.8 Overview of background subtraction

Direct virtual photon contribution is extracted as an excess over the known
significant component from hadron decays after subtracting extensive back-
grounds. The signal-to-background ratio (S/B) is only a few percent in p+p
and d+Au collisions, whereas the S/B reaches 15% in Au+Au collisions.
Therefore, precise background estimation plays an essential role in this anal-
ysis.

We employ a simulation-based approach to background estimation and
subtraction in this analysis. This approach employs well-tuned Monte Carlo
simulations to estimate correlated backgrounds, together with the data for
the uncorrelated background estimation. The advantage of the approach is
that it realizes a smaller statistical error than a data-driven approach. The
data-driven approach is a background estimation method using the fore-
ground like-sign electron pairs. The reproduced total background by the
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Figure 3.10: Hit map for emcphi and emc-z

simulation-based approach is compared to the data-driven approach as a
cross-check.

We explain the simulation-based approach first and then describe the
data-driven approach and a cross-check for the background estimation in the
following sections.

3.9 Simulation-based approach

In the simulation-based approach, background contributions are estimated
by both the experimental data and the well-tuned Monte Carlo simulations.

After removing detector-oriented fake pairs and conversion pairs, the fore-
ground distributions for unlike-sign (FG,_) and like-sign (FG,, and FG__)
pairs can be expressed as
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FG__ = BG™ 4+BGX® +BG =BGS™M (3.20)
FG,; = BGY +BGI? +BGY, =BG (3.21)
FG,. = S+BG"™+HD, . (3.22)

The foregrounds (FG) for like-sign pairs are consisted of three kinds
of backgrounds; combinatorial background (CM), jet-induced electron pairs
(JT), and correlated cross pairs from Dalitz and double Dalitz decays (XC),
while the foreground for unlike-sign structured the backgrounds, correlated
electron pairs from hadron decays, and the signal arising from the virtual
photons. It is notable that the like-sign foregrounds are composed of only
backgrounds, while the unlike-sign foreground includes hadronic and virtual
photon contributions.

The signal component is extracted by subtracting backgrounds from the
foreground in unlike-sign pairs. The foreground shapes are reproduced by
the data, while the background shapes are calculated by both the data and
the well-tuned Monte Carlo simulations. The total background distribution is
obtained from the foreground simultaneous fit by all background components
in the like-sign pairs. The scaling factors calculated by the fit can be diverted
into the background scaling for unlike-sign pairs.

Table 3.2 is the summary of the components in foregrounds. Each back-
ground estimation are described in the below sections.

Table 3.2: Signal and background contributions in low mass electron pairs.

Component Source Symbol
Signal Direct virtual photons S
Combinatorial background Uncorrelated origin BGEM
Jet-induced pair Near and away sides jets BG'P

Correlated cross pair Dalitz and double Dalitz decays BGX®
Hadron cocktail Hadron decays HD
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3.9.1 Combinatorial backgroud

The combinatorial background is arising from a random combination of un-
correlated electron and positron pairs. Electron pairs are reconstructed with
all combinations because we can not identify the correct pairs which are orig-
inated from the same parent particle. Therefore, we estimate the distribution
of the uncorrelated pairs and subtract them.

The event mixing technique is widely used to reproduce the combinato-
rial background. This technique uses different collision events with similar
event topology, and electron pairs are created from two different events. Sim-
ilar topology events are selected by using z-vertex position, centrality, and
reaction plane. The electron pairs created by the technique can reproduce
uncorrelated pairs because two different collisions are completely uncorre-
lated. The event mixing technique has a benefit to reduce the statistical
error due to increasing the statistics by deepening accumulating in a buffer.

As reported in the previous study [27], the traditional event-mixing tech-
nique does not fully replicate the foreground combinatorial background. The
elliptic flow leads to the modulation of the foreground combinatorial back-
ground distribution. Elliptic flow is an azimuthal anisotropy of particle emis-
sion. In non-central heavy-ion collisions, the participant region’s shape is
elliptical; in other words, created particles distribute are not uniformly dis-
tributed to the reaction plane. The pressure gradient of the hot-and-dense
matter depends on the direction, and particles in the matter expand accord-
ing to the pressure gradient. This fluid flow leads to elliptic flow, and particles
are observed with non-uniform distribution on momentum space. The elec-
tron pairs reproduced by the event-mixing method are randomly picked-up
pairs from the different events; therefore, they do not have any flow effect on
average. However, in the foreground combinatorial pairs, they are inherently
affected by the flow.

The modulation between the foreground combinatorial background and
the event-mixing background is to be solved if the reaction plane is measured
with perfect resolution. The standard event-mixing technique reproduces the
combinatorial background shape using the same topology events with select-
ing reaction plane, centrality, and z-vertex. The resolution of the reaction
plane measured by the PHENIX detector has a limitation. Consequently, the
event mixing can not adequately reproduce the uncorrelated combinatorial
background shape. To consider the elliptic flow effect on the event-mixing
method, we employ a weighting method that the flow effect weights the re-
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produced shapes.
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Figure 3.11: Reaction plane resolution as a function of centrality measured
with the BBC detector in Cu+Cu collisions at /syy = 200 GeV

The elliptic flow can be expressed as the following equation:

dN (¢)
de
where vy is the second-order Fourier coefficient, and the ¢ is the azimuthal

angle [27]. Hence, the random combination of the anisotropy affected parti-
cles distributes as

x 1 4 2v, cos 2¢. (3.23)

w (¢a — ¢b) =1+ 2’02@1}271, cos 2 ((ba — ¢b) (324)

where ¢, and vo4() are the pair opening angle and azimuthal anisotropy
of each electron in a pair, respectively. The combinatorial background pairs
reproduced by the event-mixing method, the mixed background pairs, are
weighted by the w. To evaluate the w, we measure single electron elliptic
flow, vy as a function of transverse momentum for each centrality class.



CHAPTER 3. ANALYSIS 78

Single electron vy is measured by the event plane method [76]. The event
plane method is a widely used technique to measure the anisotropy in heavy
ion collisions. Single electron v, is measured with the equation

(cos (2[¢ — Ws)))
/(€0 (2 (W2 gBcNorth — Yo, BBCSouth) )

where ¢ is the azimuthal angle of an electron, W, is the reaction plane angle
measured by both BBC North and South, and the denominator represents
the reaction plane resolution caused by the finite multiplicity. The reaction
plane angle ¥ is determined by

1 - > w;sin (2¢;)
Y= 2 (t s Wi cos (2¢i)> ' (3:26)

Figure 3.11 shows the reaction plane resolution as a function of central-
ity measured by the BBC detector. The evaluated results are used as the
denominator in Equation 3.25.

Figure 3.12 shows the results of the single-electron elliptic flow, vy, as a
function of transverse momentum. We measure the elliptic low with four
centrality bins: 0-10, 10-20, 20-40, and 40-94%. We apply a simple ex-
ponential function fit to the measured vy. The fit function is expressed by
A/ exp (B/pr), where A and B are the free parameters, and they are calcu-
lated by the least-squares method. The best-fit results are listed in Table
3.3, and they are used for the weight calculation in Eq. 3.24.

(3.25)

Vo =

Table 3.3: The best-fit parameter values in A/ exp (B/pr) for single-electron
elliptic flow in Cu+Cu collisions at /syy = 200 GeV

Centrality A B
0-10%  0.123 0.243
10-20%  0.163 0.326
20-30%  0.165 0.251
30-40%  0.256 0.593
40-94%  0.154 0.291
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Figure 3.12: Single-electron elliptic flow vy as a function of transverse mo-
mentum with the best-fit result in Cu+Cu collisions at /syxy = 200 GeV

3.9.2 Jet-induced correlated pairs

Jet-induced correlated pairs are a background that is produced by two elec-
trons originated from the same jet or back-to-back jets. A jet is a phe-
nomenon that particles are generated concentratedly at a narrow angle. The
initial hard scattering of partons generates the jets. The scattered partons
traversing the medium lose their energy through bremsstrahlung and colli-
sional energy loss and then fragment into collimated particles called jets. The
event mixing technique can not remove the jet-induced electron pairs due to
their correlation. Thus, the invariant mass shape of the jet-induced pairs is
evaluated by Monte Carlo simulations.

PYTHIA8 with CTEQ5L parton distribution function simulates jet events
to produce the correlated electron pairs [77, 78, 79]. PYTHIA is a Monte
Carlo simulation widely used in high-energy particle physics for the particle
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Table 3.4: Considered QCD processes in PYTHA simulation. g denotes a
gluon, f; ;i are fermions with flavor ¢, j, and k, and f; ;, are the correspond-
ing antiparticles.

MSUB 1L Jif;, > i,
MSUB 12 f;fi = fufe
MSUB 13 fig — g9
MSUB 28  fig — fig
MSUB 53 gg — fifa
MSUB 68  gg — gg

generation from a hard process to a multihadronic final state. We consider
hard quantum-chromodynamics (QCD) processes tabulated in Table 3.9.2.
The evaluation procedure is the same as Reference [27], but PYTHIAS is used
in this work. Generated particles in the final state in the PYTHIAS simula-
tion are passed through a GEANT3-based simulation PISA of the PHENIX
detector to consider the detector acceptance and efficiencies.

The foreground electron pairs from the PYTHIA events consist of jet-
induced pairs that we are interested in, physical pairs, cross pairs, and com-
binatorial pairs expressed as

FGam = BGL,, + BGG) + BGJS + BGL (3.27)

sim sim sim sim
where BGEF denotes the physical pair. Therefore, the jet-induced pairs are
extracted from the foreground pairs from the simulation.

The event-mixing technique evaluates uncorrelated combinatorial back-
grounds in the simulated events. It is found that the shape of the like-sign
invariant mass distribution for mixed pairs is consistent with that for the
foreground pairs in 0.6 < m.. < 1.1 GeV/c*. The specific invariant mass
region is employed for the normalization of the mixed pairs. The physical
pairs and cross pairs are excluded from the foreground by requiring that the
pair’s two electrons do not share the same particle in their history. After
subtraction and rejection of combinatorial pairs, physical pairs, and cross
pairs, the remaining pairs expresses the jet-induced correlated electron pairs.

The invariant mass shapes for jet-induced electron pairs evaluated by the
simulation are shown in Fig. 3.13. It is known that jets passing through
a medium lose energy, and the phenomenon is called jet-quenching. Ac-
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Figure 3.13: Invariant mass distributions for near-side jet and back-to-back
jets evaluated by the PYTHIAS8 and PISA simulations.

cordingly, the scaling factors of near- and away-side jets are supposed to
be different in heavy ion collisions. Therefore, the electron pairs from the
same jet and the back-to-back jet are separately plotted. The opening an-
gle AgP™™ of the two electrons defines the origin of the correlated pair: if
A@F™ < /2, the pairs are originated by the same jet. if A¢Y™ > 7 /2, the
pairs are produced by the back-to-back jet.
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3.9.3 Correlated cross pairs

Another non-negligible background arises from double Dalitz decays of the
7% and 1 mesons:

™ = efely —efel +efe; (3.28)

ok + - + -
n o — eje Yy —ee +eye,.

Dalitz decay is a meson decay, and it creates two leptons and a photon in
the final state. Double Dalitz decay is also a meson decay that involved a
virtual photon, and it produces four particles in the final state. The cross
combination of electrons from double Dalitz decays give rise to two unlike-
sign pairs (e} e; and eje; ) and two like-sign pairs (e e5 and e e, ). These
electron pairs are not a thoroughly combinatorial background, but they are
associated with the 7° or n invariant mass and momentum. Therefore, the
contribution can not be reproduced by the event-mixing method, and it is
needed to evaluate independently.

The Dalitz decay of the 7 and 1 mesons also lead to the correlated cross
pairs if a photon converts into electron pairs via external conversion. A real
photon interacts with detector matters, and it probabilistically decays into
an electron pair. The decays express as:

™ — efery —efer +efey (3.29)

n — efel_v — efel_ + e;eg.

The Dalitz decays with the external conversion have four-electrons in the
final state, and then these are taken into account in reproducing the cross-
pair invariant-mass shape. The contribution from Dalitz decays with the
external conversion is considered in Reference [27].

The correlated cross pairs themselves can not be reconstructed individu-
ally by the data. We employ the Monte Carlo simulations of EXODUS and
PISA to calculate the shape of cross pair invariant-mass. The key input to
EXODUS is the momentum distributions. The 7° momentum distribution in
Cu+Cu collisions at /syy = 200 GeV measured by the PHENIX experiment
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is successfully parameterized by a modified Hagedorn function [80, 81]:

d3o 2 -n
— —(apr+bp
B =A (e (apr-+brf) +pT/p0) . (3.30)
The parameters in the function for three centrality bins are summarized in
Table 3.9.3. The momentum distribution of the n meson is obtained from the
transverse invariant-mass scaling, called mr scaling [82]. The parameterized

spectra by the mp scaling are calculated with replacement pr by

\/pQT —mZ, +mj, (3.31)

where m,o is invariant mass of the 7° meson, and m;, denotes the invariant
mass of hadrons.

Table 3.5: The parameters in the modified Hagedorn function for the 7°
meson for 0-40%, 40-94%, and minimum bias centrality bins in Cu+Cu
collisions at /synx = 200 GeV

Fit parameter 0-40% 40-94% Minibum Bias
A[mbGeV 2% (35 +£28) x 10°  (35£3.7) x 10 (1.8 £ 0.6) x 107
a[(GeV/e)™' ] 0.41+0.22 0.49 =+ 0.54 0.42 = 0.09
b[(GeV/e)™?]  0224+016  64x1073+£046  0.20£0.07
po [GeV /(] 0.70 £+ 0.09 0.80 + 0.76 0.69 £ 0.04
n 8.02£+0.15 8.28 £ 2.58 8.01 £0.07

The EXODUS and PISA simulation procedure is as follows: First, Dalitz
and double Dalitz decays of the 7% and 7 mesons are produced by EXODUS.
The particle generations follow with the flat vertex distribution with |z| <
30 cm, flat pseudorapidity distribution within || < 0.6, and the uniform
azimuthal distribution within 0 < ¢ < 27. The modified Hagedorn function
weights the transverse momentum distributions. Second, generated electrons
and positrons are passed through the PISA simulation to consider detector
reconstruction efficiencies, smearing, and material effects. Third, we apply
the electron identification and the pair cuts procedures, which are the same
as the experimental data analysis. After the selections, we reproduce the
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Figure 3.14: The invariant mass shapes for 7° and 7 cross pairs produced by
the EXODUS and PISA simulation with the configuration of \/syny = 200

GeV Cu+-Cu collisions.

invariant mass distribution of the cross pairs from the Dalitz and double
Dalitz decays. The relative scale between 7° and 7 is normalized by the 7°
to meson ratios measured by the PHENIX experiment. Further, each decay
modes are weighted by their branching ratios.

Reproduced invariant mass shapes of the 7° and n cross pairs for minimum
bias events are shown in Fig. 3.14. The lower side peak is produced from
7% decays, while the higher side peak arises from 1 decays. The invariant
mass distributions are produced for each centrality bin with four transverse
momentum region for like- and unlike-sign pairs.
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3.10 Background normalization

We explain the background normalization in this section. The background
shapes evaluated in the previous sections are normalized to the foreground
distribution. The normalization is done by a four-component fit, which is
simultaneously fit to the foreground distribution FG by the background com-

ponents, BGM, BG)L, ., BGJ},, , and BG*C.
FG.y - =ncuBGYY__ + nyp,., BGYrer 5.9
+n BGJPaway +n BGXC — BGSUM ( : )
JPaway ++,—— XC ++,—— ++,——

Where neM, MIPears NIPayways aNd nxc are the normalization factor to be eval-
uated by the fit. In the fit, jet-induced pairs from the same-jet (near-side)
and the back-to-back jet (away-side) are treated separately because the effect
of jet quenching is assumed to be different. If partons pass-through created
hot-and-dense matter in the heavy-ion collision, they might lose their energy,
called the jet quenching phenomenon. Therefore, it is reasonable to assume
that the same- and back-to-back jets’ normalization factor is different. The
fit is applied to both like-sign BG__ and BG, , distributions simultaneously.

The four-component fit is done with the transverse momentum 1 < pr < 5
GeV/c for each centrality bin. Figure 3.15 shows the like-sign and unlike-
sign invariant mass distributions of the foreground FG together with the
normalized background BGSYM for minimum bias events. The normalized
BGS"™ has a good agreement to the data for like-sign pairs. Meanwhile, there
is a significant deviation between the BGiU_M and the foreground distribution
of unlike-sign pairs below the 0.3 GeV/c? region. This deviation contributes
from the signal and the known hadron decays described in Sec. 3.13.

The calculated normalization factors are applied to the normalization
for each transverse-momentum range. Further, the calculated normalization
factors in like-sign distributions are employed for the scaling of unlike-sign
background distributions. Figures 3.16, 3.17, and 3.18 show the results on
the fits for minimum bias, 0-40%, and 40-94% centrality events, respectively.
The top panels in each figure represent the like-sign invariant mass distribu-
tions of the data together with the normalized background components, and
the bottom panels express the unlike-sign distributions. The total evaluated
backgrounds BGSYM are compatible with the foreground distributions FG for
like-sign electron pairs.
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Figure 3.15: Like-sign and unlike-sign electron-pair invariant-mass distribu-
tions of the data together with evaluated backgrounds for Cu+Cu minimum
bias events.

3.11 Data-driven approach

We explain the data-driven approach, which is another method for back-
ground estimation in this section. This method is mainly applied for a cross-
check of the background estimation in this study. The data-driven approach
is a well-known technique as the like-sign subtraction method [83]. The
method demonstrates the background distribution by the foreground-like-
sign electron pairs corrected the acceptance effect. The like-sign foreground
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Figure 3.16: Like-sign and unlike-sign electron-pair invariant-mass distribu-
tions of the data together with evaluated backgrounds for Cu+Cu minimum

bias events.
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Figure 3.17: Like-sign and unlike-sign electron-pair invariant-mass distribu-
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centrality events.

pairs are only composed of background components, and the like-sign and
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tions of the data together with evaluated backgrounds for Cu+Cu 40-94%
centrality events.

unlike-sign pairs have different detector acceptance. Therefore, the like-sign
foreground distribution corrected with the detector acceptance can reproduce
the unlike-sign background distribution completely. However, this approach
has a statistical limitation that occurs by the experimental data statistics;

hence, we employ the method as a cross-check for the background estimation.
We compare the reproduced background shape for unlike-sign electron pairs,

BGS™, from the simulation-based approach to the background reproduced
by the data-driven approach.

The unlike-sign background can be made inferences from the like-sign
foreground pairs. The relative detector acceptance is different between the

combination of electric-charge sign pairs because the particle trajectory’s
curvature depends on their charge.

Therefore, the acceptance correction
must be considered to reproduce the unlike-sign background from the like-
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Figure 3.19: Acceptance correction factor « as a function of electron-pair
invariant mass for each transverse momentum and centrality

sign pairs. The correction factor « is express as

BG™ = Qrpee, (FG4 4 +FG__) (3.33)

The background in unlike-sign pairs is reproduced by multiplying the sum
of like-sign foregrounds by the acceptance-correction factor. The « factor is
calculated as the ratio of like- and unlike-sign pairs in mixed pairs evaluated
in Sec. 3.9.1, and it is represented as

BGOM,
Qacc = .
BGOM, | + BGOM——

(3.34)
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The acceptance-correction factors, a;, for each transverse momentum range
are evaluated as a function of electron-pair invariant mass. The factors are
calculated as a function of the invariant mass in this analysis, although the
detector acceptance naturally depends on both invariant mass and transverse
momentum. We confirm that a(m..) is enough for the acceptance correc-
tion, not a(mee, pr) with the simulation. To confirm the a(m..) factor works
well, the Dalitz decay simulation for 7° and 7 is adopted. We compare the
invariant mass distributions produced in the simulation with the acceptance-
corrected foreground, a(m.,)FG, in like-sign pairs and the cross pairs, BGXC.
The a(m..)FG distribution reproduces the BGX® well. Therefore, we employ
a(me) as the correction factor. Figure 3.19 shows the acceptance-correction
factors for three centrality classes independently; minimum bias, 0-40%, and
40-94%. Figure 3.20 shows the invariant mass distributions for both like-
sign and acceptance-corrected like-sign foreground pairs with three central-
ity classes. The acceptance-corrected distributions have been seen the shape
modification around the 1 GeV/c? in 1.0 < pr < 1.5 GeV/c, as well as other
transverse momentum ranges. These corrected distributions are employed
for the cross-check described in the next section.

The background-subtracted distributions are obtained from the subtrac-
tion of acceptance-corrected like-sign distribution from the unlike-sign fore-
ground distribution. Figure 3.21 shows the subtracted invariant-mass distri-
bution, together with the unlike-sign foreground FG,_ and a(me.)FG44
for three centrality classes.

3.12 Cross-check for background evaluation

We validate the background distributions reproduced by the simulation-based
approach using the data-driven approach as a cross-check. The evaluated
background BGT{M are compared with the acceptance-corrected like-sign
foreground distributions, FG__ and FG_ ..

The comparisons are shown in Figs. 3.22, 3.23, and 3.24 for minimum
bias, 0-40%, 40-94% centrality events, respectively. The invariant mass
distributions by both the simulation-based and the data-driven approaches
are consistent within the statistical errors. The simulation-based approach
yields a smaller statistical uncertainty than another one, especially at high
transverse-momentum. Therefore, we employ the simulation-based approach
to the background estimation in this study.
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Figure 3.20: The invariant mass distributions for the like-sign foregrounds
and their acceptance-corrected distributions in three centrality bins: (top)
minimum bias, (middle) 0-40%, and (bottom) 40-94%.

3.13 Correlated pairs from hadronic decay

The hadron decay electron-pairs are the remaining background after sub-
tracting the above combinatorial, jet-induced, and correlated cross pair back-
grounds. The virtual photon signal is extracted as excess over the hadron
decay pairs. This background source is the known hadron decays electron-
pairs, which are correlated. The pairs are called hadronic cocktail or con-
tinuum. The cross pairs described in Sec. 3.9.3 are also originated from the
hadron decays, but they are not physical pair, whereas the hadronic cocktail



CHAPTER 3. ANALYSIS

10° 10° 10°
200GeV Cu+Cu (MinBias)|
104 1.U<pT<1.SGeV/c 10°F 1.5<pTd.oGeV/c 10*F 2.0<pT<3.OGeV/c
- FG,_
10° & Acc.Corr FG,, |. 10°
-o- Subtracted
£ 10°F
€
3
O 10f
1k 1
107'F 107'f
2 1072 10 1 1 1
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
Mee (GeV/c?) mee (GeV/c?) mMee (GeV/c?)
10°
200GeV Cu+Cu (0-40%)
10* 1.0<p <1.5GeV/c 104 1.5<p <2.0GeV/c
- FG,_
10° - Acc.Corr FG,, |.

-©- Subtracted

92

02 04 06 08
M, (GeV/c?)

-2 -2 -2 -2
00 "02 04 06 08 1 0" 02 04 06 08 1 10702 04 06 08 1 10 02 04 06 08
m,. (GeV/c?) me, (GeV/c?) me, (GeV/c?) M. (GeV/c?)
10° 10° 105
200GeV Cu+Cu (40-94%)
10°f 1.0<p <1.5GeV/c 10°F 1.5<p <2.0GeV/c 10°F 2.0<p, <3.0GeV/c 3.0<p, <5.0GeV/c
- FG, _
10°fg = Acc.Corr FG,, |.
- Subtracted

-2
02 04 06 08 1 0
M, (GeV/c?)

-2
02 04 06 08 1 0
me, (GeV/c?)

2 L) -2
0 02 04 06 08 1 0
M, (GeV/c?)

02 04 06 08
mee (GeV/c?)

Figure 3.21: The invariant mass distribution of electron pairs for the unlike-
sign foregrounds, the acceptance-corrected like-sign pairs, and the data after
subtracting background by the data-driven approach with three centrality
bins: (top) minimum bias, (middle) 0-40%, and (bottom) 40-94%.

is a physical pair.

The hadronic cocktail components are reproduced by EXODUS and PISA
simulations, which are the same Monte Carlo simulation for evaluating the
correlated cross-pair background in Sec. 3.9.3. The considered hadron decay
modes are summarized in Table 3.6.

The PHENIX experiment has successfully reproduced the invariant yield
of 7 meson in 200 GeV Cu+Chu collisions. The modified Hagedorn function

1
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Figure 3.22: The comparison of invariant mass distributions between the
acceptance-corrected foreground like-sign and BGi[f\’/[__ evaluated by the
simulation-based approach with the BG?E‘,/I__ /FG for Cu+Cu minimum bias

events at /syy = 200 GeV.

can parametrize this invariant yield:

d*o -n
R S
dp?
The transverse invariant-mass scaling generates the invariant yield of other
hadrons, and it can be express as:

d3 2 2 -
Ed_p‘; —A <el<“x/mewo+b<m2Tm3°)) +/mi — mio/po) - (3.36)

Table 3.9.3 lists the Hagedorn function parameters for Minimum Bias,
0-40%, and 40-94% centrality classes. It is important to note that the large
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Table 3.6: Considered decay modes and their branching ratios [84] in the

hadronic cocktail simulation by EXODUS

Mother particle Decay modes Branching ratio %

Y 10— y+ete” 1.174
0 —efe +ete” 3.34 x 1073
n n—y+ete 6.90 x 101
n—ete +ete” 2.40 x 1073
w w—ete” 7.28 x 1073
w— w0+ ete” 7.7 x 1072
n n —y+ete” 9.0 x 1072
p b= ete 2.954 x 102
¢ —n+ete 1.15 x 1072
p p—ete” 4.72 x 1073

Table 3.7: Meson to 7 ratios and their uncertainties [85]

/

particle i w i ) p
meson/7’  0.48  0.90 0.25 0.40  1.00

uncertainty £0.03 40.06 +0.075 =£0.12 £0.30
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Figure 3.23: The comparison of invariant mass distributions between the
acceptance-corrected foreground like-sign and BGSUM _ evaluated by the
simulation-based approach with the BGSUIYI__ /FG for Cu+Cu 0-40% cen-
trality events at /syy = 200 GeV.

uncertainty in the absolute scale parameter A does not affect the extraction of
direct virtual-photon component because the shape of the hadronic cocktail
is only entered into the determination.

Once the function evaluates the hadron transverse-momentum spectra,
electron pair spectra originated from the hadrons can be given by decay
kinematics and branching ratios implemented in the EXODUS simulation.

Generated electrons arisen from hadron decays in EXODUS are passed
through the PHENIX GEANTS3 simulation, PISA, to simulate detector re-
sponse and consider the detector acceptance. The same electron identifica-
tion and pair-cuts are applied, and electron-pair invariant-mass distributions
are reproduced. The relative scale between hadrons is normalized by the
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Figure 3.24: The comparison of invariant mass distributions between the
acceptance-corrected foreground like-sign and BGi[iltA__ evaluated by the
simulation-based approach with the BG?HFI\,{_ /FG for Cu+Cu 40-94% cen-

trality events at /syy = 200 GeV.

meson-to-pion ratios listed in Table 3.7 and branching ratios listed in Table
3.6.

The invariant mass distribution of simulated electron-pair from known
hadron decays are merged as a hadronic cocktail shown in Fig. 3.25. The
cocktail distribution is represented in a solid black line, while each component
is expressed in colored lines.

3.14 Open heavy flavor contribution

An additional background contribution is open heavy flavor decays that pro-
duce correlated electron pairs. It is a semi-leptonic decay of charm hadrons,
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Figure 3.25: The invariant mass shape of a hadronic cocktail evaluated by
the EXODUS and PISA simulation for \/syy = 200 GeV Cu+Cu collisions.
The black lines represent the summed shape of cocktail components. The
colored dashed lines express each cocktail components from 7° to p meson.

and the contribution is the so-called c¢ contribution.

The PYTHIA and PISA simulations evaluated the open heavy flavor con-
tribution for the p+p collision system condition. The evaluated contribution
is scaled by the number of collisions N by the d+Au results [83]. The cc
contribution and the background-subtracted invariant mass distributions are
shown in Fig. 3.26. The contribution is small and hiding behind the hadronic
cocktail in the invariant mass region interested in this study below m,, = 0.3
GeV/c?. The cc contribution becomes dominant in the high invariant-mass
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Figure 3.26: The evaluated c¢ contribution together with the background
subtracted distribution

region due to their large opening angle. The contribution is less than 0.1%
at most in the mass region m.. < 0.3 GeV/c?, even if the 100% uncertainty
from the model dependence is considered.

3.15 Determination of direct photon fraction

In this section, we describe the extraction of the direct virtual-photon signal.
The virtual photon composition is extracted as an excess over the hadronic
cocktail after subtracting the background components.
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Virtual photons are measured by fitting on the invariant mass spectra of
electron pairs for 0.12 < me. < 0.3 GeV/ c? which is almost above the neutral
pion invariant-mass. The very low mass region is derived from neutral pions;
therefore, the signal-to-background ratio can be improved in the intended
mass region.

The fit function on the invariant mass spectra is given by

fFG (mee) = (1 - r'y) fc (mee) + T'yfdir (mee) + fBG (mee) (337)

where 7, is the only fit parameter which is called direct photon fraction,
feo and fpg are the hadronic cocktail invariant-mass shape and the fixed
contribution BGSY™ | respectively, and fz, is the expected mass shape of
direct photons. The invariant mass shape of f. and fy;, is independently
normalized to the foreground in the invariant mass < 30 MeV/c?.

A similar fitting procedure is employed in the previous studies, although
there are a few differences. In the previous studies, the fit function is given
by

fFG—BG (mee) = (1 - T’y) fc (mee> + T"/fdir (mee) . (338)

The hadronic cocktail is only included in the function since the BGSVM and
the open heavy flavor contributions are subtracted before the fit. Moreover,
the fit in this study is applied by a log-likelihood fit in order that the fitting
works correctly even though limited statistics, especially at higher transverse
momentum region.

The relation between real photon and the associated electron pair pro-
ductions can be expressed as

dN? 200 1 4m? 2m?
= 1 1+

dN.
e ) S (Mee, pr) —2 (3.39)

dmeede B gmee a Mfe de

where « is the fine structure constant, and S (m.e, pr) is a process-dependent
factor. The factor S (me., pr) took account of differences between real pho-
ton and virtual photon productions, such as form factors and phase space.
S (Mee, pr) becomes negligible in the high transverse momentunm (pr > m..),
and the factor becomes 1 as mq. — 0. In addition, the electron pair invariant
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mass M., should be greater than electron mass m,.. Therefore, Equation 3.41
can simplifies as
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71\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\:‘}'P‘L\

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 _1
M, (GeV/c?)

Figure 3.27: The expected invariant-mass shape for direct virtual photon in
Cu+Cu collisions at /syy = 200 GeV. The expected shape is calculated
using 1’ in the hadronic cocktail simulation.

The direct virtual photon’s mass-shape is evaluated using the 7' Dalitz-
decay component in the cocktail simulation. The decay rate of Dalitz decay
for pseudo-scaler mesons can be expressed by

ClN2 29 1 4m2 27’)7,2 m2 3 AN,
= 5 11— = (1 = F 2 1—— ee L
dmecdpr 3T Mee M2 ( - > | (m ) | ( M,f) (Mee, pr) dpr

(3.41)

L\ 3 3
where S (Mee, pr) = |F (m?) | <1 —n ) , and <1 — ) term in S (Mmee, pr)

m? m?
2 2
M? M?

is a suppression factor which arises due to the finite invariant mass of the
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parent particles [86]. Therefore, the mass shape for the virtual photons can
be evaluated by

Jair (mee) = foy (Mee) /Sy (Mee) - (3.42)

The expected invariant-mass shape for direct virtual-photons together with
the ' meson are shown in Fig. 3.27.

Figures 3.28, 3.29, and 3.30 show the electron pair invariant mass dis-
tributions with the fit results by Eq. 3.37 for minimum bias, 0-40%, and
40-94% centralities, respectively. The black markers represent the measured
foreground electron pairs, and the shaded red regions are the evaluated back-
ground distribution. The hadronic cocktail distribution are represented by
the dotted blue lines, while the fit results are shown by the solid red lines.
The fit for mass distributions are performed within an invariant mass range
0.1 < mee < 0.3 GeV/ c? for several transverse momentum bins separately.

Direct photon fractions expected by a next-to-leading-order (NLO) perturbative-
quantum-chromodynamics (pQCD) calculation are compared to the data.
The definition of the direct photon fraction in which all contributions arise
from the pQCD processes are expressed by

Npqop Npqep
Ninclusive Ndecay + NpQCD

The expectations from NLO pQCD calculation for Cu+4Cu collisions are cal-
culated by the N, scaling, and it is given by

Ty =

(3.43)

centrality Min.Bias
Npaep (N coll /Neoli

T’CYentrahty - centrality . . . ) (344>
Ndecay + NpQCD (Ncentrahty/Ncl\(/)Illln.Blas)
where Npqep is given by
7,.g/lin.Bias
NPQCD = WNdecay7 (345>

and Ngecay denotes decay photon invariant yields evaluated by the Monte
Carlo simulations described in the below section.
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Figure 3.28: The e*e™ pair mass distributions in Cu+Cu Minimum Bias col-
lisions for four transverse momentum regions. The data (closed circles), the
fit function (red curve), hadronic contribution (blue curve), and the back-

ground BGSUM,

3.16 Systematic uncertainties

In this section, we describe the possible sources of systematic errors and
explain how to evaluate the uncertainties. We take into account the following

sources of systematic uncertainties.

e Background normalization

e Particle composition in hadronic cocktail
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Figure 3.29: The e*e™ pair mass distributions in Cu+Cu 0-40% collisions for
four transverse momentum regions. The data (closed circles), the fit function
(red curve), hadronic contribution (blue curve), and the background BGSU™,

e Hadronic cocktail normalization

e Fitting range for 7, calculation

Each systematic uncertainty is obtained from the Root-Mean-Square error
of the results in the direct photon fractions, r..
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Figure 3.30: The ete™ pair mass distributions in Cu+Cu 40-94% collisions
for three transverse momentum regions. The data (closed circles), the fit

function (red curve), hadronic contribution (blue curve), and the background
BGSUM,

3.16.1 Background normalization uncertainties

First systematic uncertainty is in the background normalization of the four-
component fit. The normalization factors of background components lead to
a systematic error. To evaluate the systematic error related to the normal-
ization, we vary the fitting parameters one by one to shift + 1 sigma.

The uncertainty evaluation procedure is as follows: First of all, we shift
one of the fitting parameters obtained from the four-component fit by one
sigma. Second, shifted parameters are fixed, and a three-component fit is
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applied to the invariant-mass foreground distribution. Third, we subtract
the background and compare the cocktail distribution to evaluate the direct
photon fraction. Lastly, the above processes are repeated for all of the fitting
parameters.

3.16.2 Particle composition uncertainties

The second systematic uncertainty is particle composition, which is the un-
certainty of neutral pion to meson ratios. We need to estimate the impact of
the ratio uncertainties on the results.

We evaluate the systematic error with the following procedure. First, we
shift one ratio by 1o from the nominal ratio and create a cocktail distri-
bution. Secondly, we calculate 7, with the obtained cocktail distribution.
Finally, we repeat the above processes for all meson to neutral pion ratios.
This procedure is employed independently to the collision centrality. Table
3.7 shows the meson to neutral pion ratios with uncertainty. We employ the
ratios and uncertainties for this systematic error estimation.

3.16.3 Uncertainty in hadronic cocktail normalization

The hadronic cocktail normalization is the other origin of systematic error.
We use the invariant mass region of 0.03 GeV/c? as the nominal normal-
ization region. The low mass region of the electron-pair invariant-mass is
dominantly originated from 7% Dalitz decays, and electron pairs are affected
by the finite mass resolution. Therefore, it is crucial to evaluate the effect of
the normalization region.

To evaluate the systematic error, we vary the mass region for the nor-
malization. The evaluation procedure is as follows: Firstly, we apply the
0.03£0.01 GeV to the cocktail normalization. Then, we calculate 7, with
the normalized cocktail distribution. This procedure is employed indepen-
dently to the collision centrality.

3.16.4 Uncertainty in the fitting range for r,

The final source of systematic uncertainty is the fitting range of r,. This
fitting is for the extraction of direct photon fraction. The nominal fitting
range in the invariant mass distribution is 0.12 < m.. < 0.3 GeV/c?, but
this range may affect the direct photon fraction.
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To evaluate the fitting’s uncertainty, we shift the upper and lower limit
of the fitting range slightly and apply the six kinds of fitting ranges in the
invariant mass distributions. We calculate the r., in each fitting range and
estimate the systematic error.

3.16.5 Summary of systematic uncertainties

We explain the four kinds of systematic errors in the above subsections. We
evaluate the total systematic error by calculating the Root Mean Square
Error of these four uncertainties. The total systematic errors are calculated
for each transverse momentum bin and centrality class.



Chapter 4

Results and Discussion

4.1 Direct photon fraction

Direct photon fractions have been measured by the virtual photon method
in Cu+Cu collisions at /syn = 200 GeV. The results are presented as a
function of transverse momentum for three centrality bins: minimum bias, 0—
40%, and 40-92% centrality events. The direct photon fractions are obtained
as excess over the hadronic cocktail as described in the previous chapter.

Figure 4.1 shows the direct photon fractions r, for three centrality bins.
The data points are presented with both statistical and systematic uncer-
tainties. The results are compared with the expectations by next-to-leading-
order (NLO) perturbative-quantum-chromodynamics (pQCD) calculations
with the three curves of the NLO pQCD calculations corresponding to the
theory scales = 0.5p7, pr, and 2.0py. The direct photon fractions of the
data exceed the NLO pQCD calculations, especially minimum bias and cen-
tral collisions.

Comparison with other collision systems

The direct photon fraction has been measured by the virtual photon method
in several collision systems at /sy = 200 GeV. Figure 4.2 shows direct
photon fractions as a function of transverse momentum measured by the
virtual photon method in p+p, d+Au, Cu+Cu, and Au+Au in minimum
bias events. The error bars denote the statistical uncertainty, while the error
boxes represent the systematic uncertainty. The data points are compared
with the NLO pQCD calculations with three theoretical scales.

107
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Figure 4.1: Direct photon fraction measured with the virtual photon method
as a function of transverse momentum in Cu+Cu collisions at /syny = 200

GeV

The p+p and d+Au results show agreements with the NLO pQCD calcu-
lations, whereas the Cu+Cu and Au+Au results show excess over the theo-
retical expectations. Direct photons in small collision systems originate from
initial hard scattering since the hot medium is not created in the collisions.
In heavy-ion collision systems, there is a contribution of thermal radiation
from the created medium. The excess in Cu+Cu collisions is more modest
than that in Au+Au. It is possibly due to a smaller volume of the created
matter.

4.2 Direct photon spectra

The direct photon spectra are calculated from the direct photon fractions
and the decay photon yields. The decay photon yields are obtained from
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Figure 4.2: Direct photon fraction measured with the virtual photon method
for different collision systems in \/syy = 200 GeV: (a) p+p collisions [40], (b)
d+Au collisions [40], (¢) Cu+Cu collisions by this work, and (d) Au+Au col-
lisions [39]. Expectations from NLO pQCD calculations [87] are also shown
by curves.

the EXODUS simulation. EXODUS simulates the hadron decays with pho-
tons. The considered hadrons and their decay modes are tabulated in Table
4.1. The input shape of the transverse momentum distribution for the 7°
meson is a modified Hagedorn function, and the shapes for other mesons are
obtained from the transverse invariant-mass scaling. The evaluated decay
photon spectra for three centrality classes are shown in Fig. 4.3. The to-
tal decay photon spectra are denoted by the black line, while colored lines
indicate decay photon contributions from each hadron decay.

Direct photon spectra are obtained by multiplying the direct photon frac-
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Table 4.1: Considered hadrons and their decay modes in the decay photon
simulation by EXODUS. Branching ratios are from the Particle Data Group

[84].

Mother particle Decay modes

Branching ratio

0 2y (98.823 = 0.034)%
yete™ (1.174 + 0.035%
0 2y 39.41 % 0.20)%
vyt (4.22 £ 0.88)%
vete™ (6.94+0.4) x 1073
30 (32.68 £+ 0.23)%
792 (2.7 +0.5) x 10~
w nta Y (89.24+0.7%
mlete” (7.74+0.6) x 10~*
70y (9.28 + 0.28)%
7 2y (2.20 = 0.03)%
yete~ <9x10™*
Wy (2.75 4+ 0.23)%
Py (29.1 +0.5)%
0.0

TN

(22.2 £ 0.8)%
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Figure 4.3: Decay photon spectra in Cu+Cu collisions at /syy = 200 GeV
for minimum bias, 0-40%, and 40-94% centrality classes calculated by the
EXODUS simulation.

tion by the decay photon spectrum. The calculation is given by:

deirectv _ T, deecay'y (4 1)
dpr 1—r, dpr

where 7 is the direct photon fraction defined by:

direct
ry = (4.2)
inclusivey
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The direct photon invariant yield is obtained from the following equation:

direc direc
>N 1 dNgree 11 Ngree

dpy  2mpr dprdy  27pr Nevenss AprAy
where Neyents 18 the number of events for each centrality, and Apr and Ay
are the given transverse momentum and rapidity bin, respectively.

Figure 4.4 shows the direct photon spectra in Cu+Cu collisions at \/syy =
200 GeV for minimum bias, 0-40%, and 40-94% centralities. The direct
photon spectrum in Cu+Cu minimum bias collisions is compared to the T4 4
scaled p+p results and its parameterized function. The scaling parameter T4 4
is evaluated from the Glauber calculations. The spectra in other centralities
are compared with the parameterized function. The scaled p+p results [40]
are parameterized by a modified power-law function A,, (1 + pr?/B,,)"".
The fit function is an empirical parametrization, but it describes the p+p
results well, especially at the low transverse-momentum region. The direct
photon spectra in Cu+Cu collisions have a clear enhancement from the bi-
nary scaled p+p results.

(4.3)

Spectrum comparison with Au+Au collision system

The direct photon spectra in Cu+4Cu collisions are compared to the Au+Au
results at \/syn = 200 GeV. The Nya in Cu+Cu 0-40% and 40-94% central-
ities are comparable to the Au+Au 40-60% and 60-92% centralities. The
Npart of 0-40% and 40-94% centralities are 66.4 and 11.6, while those for
Au-+Au collisions are 56.0 (40-60%) and 12.5 (60-92%).

The spectra in Au+Au collisions are scaled by the N, ratios, and the
scaled spectra are shown with the open square markers in Fig. 4.4. The
spectra in Cu+4Cu collisions are consistent with the Au+Au results within
the uncertainties.

Temperature estimation

It is known that the excess yield of the direct photon spectrum indicates
the contribution from thermal photons arisen from Quark-Gluon Plasma;
therefore, the inverse slope of the spectrum implies the effective temperature
of the created matter. The spectrum is parameterized as:

—Pr e\
Aexp (T) + TAAApp (1 + B—) . (44)

pp
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Figure 4.4: Direct photon spectra in Cu+Cu collisions for (a) minimum bias,
(b) 0-40%, and (c) 40-94% centrality events. The Cu+Cu minimum bias
result is shown together with the T4 4 scaled p+p spectra and its fit results.
The central and peripheral results for Cu+Cu collisions are compared to the
p+p parameterized function and the Ny, scaled Au+Au peripheral results.
Furthermore, the inverse slopes of the exponential function fit to the data
give the effective temperature.

The function consists of two terms. The first term denotes an exponential
function with the free parameters A and 7. The parameter T is the inverse
slope, and it implies the effective temperature of the created matter. The
second term of the function represents the scaled p+p parameterization. The
parameters in the second term are calculated by the fit on the measured direct
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photon spectra in p+p collisions at /s = 200 GeV. The data points are
measured by the virtual photon method at the low transverse-momentum
region pr < 6 GeV/c, and the real photon measurement results are also
shown together at the high transverse-momentum region 4 < pr < 10 GeV/ec.
The inverse slope are 285 + 53 (stat) 4 57 (syst) MeV/c for minimum bias
collisions, 333 £ 72 (stat) £ 45 (syst) MeV/c for 0-40% centrality events, and
237 + 117 (stat) £ 212 (syst) for 40-94% centrality events, respectively.
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Figure 4.5: The effective temperature as a function of Ny, for Cu+Cu and

Au+Au collisions at /syy = 200 GeV

The Npart dependence of the effective temperature is investigated shown
in Fig. 4.5. The measured temperature is compared to the Au+Au results at
Vvsnn = 200 GeV. The Cu+Cu data points present in the small- Ny, region.
There is no clear Np,¢-dependence on the effective temperature in the same
collision energy.



CHAPTER 4. RESULTS AND DISCUSSION 115

4.3 Rapidity density

Integrated direct photon yields called the rapidity densities are further in-
vestigated in Cu+Cu collisions. The rapidity density at the mid-rapidity is
calculated by summing the direct photon yields in given transverse momen-
tum bins considered with the bin width correction:

dN i) i i i

o = 27 | Z (pr yWC'bwApT), (4.5)
ph>1GeV/c

' pr.Mmax '

Cho = [ foctor) dor/ Ui, (46)
pr.min

where ¢! and Apy’ are the direct photon yield and transverse momentum
bin-width for the ith pr bin, respectively. fs: (pr) is the fit function to the
data points of direct photon spectra.

Figure 4.6 shows the rapidity densities in Cu+Cu collisions with three
centrality bins at /syy = 200 GeV as functions of Nya¢. The rapidity
density tends to increase logarithmically as a function of Ny The rapidity
density clearly increase with Np.., whereas the effective temperature are
approximately 250 MeV /¢ independent Np,¢. The Cu+Cu rapidity densities
are compared with the Au+Au results at the same collision energy [42]. A
simple power-law function with the fixed power of 1.25 is employed to fit both
the Cu+Cu and Au+Au results, and the function is reported in Ref. [44].
The Cu+Cu data give the data points in the small NV, region. The simple
function works well to describe the Ny, dependence. The direct photon
rapidity density for the different collision system-size at the same collision
energy seems to follow the identical scaling. It suggests that the sources
of low transverse-momentum direct photons are no qualitative change for
different centrality and system size at /syy = 200 GeV.

Comparison to other collision systems

The Cu+Cu rapidity density results are further compared to the other col-
lision systems with different collision energies and collision sizes. Figure 4.7
shows the integrated direct-photon yields (pr > 1.0 GeV/c) as a function
of dNg,/dn for various collision systems, including the Cu+Cu results [44].
dNen/dn is a charged particle multiplicity. It is roughly proportional to Npa
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Figure 4.6: Rapidity densities of the direct photon yield for py > 1 GeV/c
as functions of Nyt and dNg,/dn together with the Au+Au results. The
power-law functions are the fit results for the Au+Au data.

for fixed beam energy, and it does not saturate unlike Np,. dNgp,/dn signi-
fies the system size at the hadronization. The rapidity densities in heavy-ion
collisions are fitted by a power-law function with a fixed power of 1.25. The
power-law function describes the dNy,/dn dependence of the rapidity den-
sities for heavy-ion collisions well. The rapidity density of the fit to p+p
data and pQCD calculations seem to be the similar power to the heavy-ion
collision resutls, although the yield is smaller.

The rapidity densities in the heavy-ion collision results measured in the
wide range of the collision energy from /syn = 39 to 2760 GeV, and differ-
ent collision systems follow the same scaling behavior. Even if the number
of charged particles is the same, the initial conditions of the QGP should be
different for different collision energies. If thermal photons are the dominant
source at the low transverse-momentum region, the result suggests that ther-
mal photons are emitted near the QGP-hadron transition. The direct photon
spectrum itself has a large yield, suggesting an early contribution. However,
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its integral, rapidity density implies that low transverse-momentum direct
photons arise from the collision’s late stage. Besides, the simple power-law
function, which is only two parameters, empirically describes the heavy-ion
collision data very well. It suggests that some fundamental commonality is
underlying the production mechanism of the direct photon production.

10% E
= A+Alp+p - v, + X o=1.25
— - W Pb+Pb, s =2760GeV  PHENIX
L 10 £ W Au+Au, sy, = 200 GeV
% = ® AutAu, |5y, = 62.4 GeV '
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©  TE vcuscy, fsy,=200Gev o
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107 E
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Figure 4.7: Rapidity densities of direct photons with pr > 1 GeV/c as a
function of dNy,/dn. The rapidity densities cover the wide range of collision
energies from /syny = 39 to 2760 GeV and the collision nuclei of Au+Au,
Pb+Pb, and Cu+Cu. The rapidity density data are fitted by a power-law
function with the fixed o = 1.25. [44]



Chapter 5

Summary and Conclusion

We have studied the production of low transverse-momentum direct photons
in Cu+Cu collisions at /syn = 200 GeV. We have measured direct photons
by the virtual photon method with the PHENIX experiment at the RHIC
collider in Brookhaven National Laboratory.

The direct photon fraction as a function of transverse momentum is ob-
tained for three centrality classes: minimum bias, 0-40% and 40-94%. The
measured fractions are compared to the expectations from next-to-leading-
order (NLO) perturbative-quantum-chromodynamics (pQCD) calculations.
The results have an excess over the NLO pQCD calculations in all centrality
classes. The excess appears the contribution of thermal photons from the
hot medium. The Cu+Cu results are compared to the results in p+p, d+Au,
and Au+Au collisions at /syy = 200 GeV. An excess over the theoretical
calculations is seen in the Cu+Cu and Au+Au results, whereas the p+p and
d+Au results correspond with the calculations. The excess in the Cu+Cu
results is relatively modest compared to the Au+4Au results. It is possible
due to a smaller volume of the created medium.

Direct photon spectra have been measured, and these are compared with
the binary scaled p+p results. The Cu+Cu spectra have an excess yield
above the scaled p+p, as well as in the Au+Au collisions. The Cu+Cu spec-
tra are also compared with the Au+Au results scaled by the Ny, ratio, and
the spectra are consistent within the uncertainties. An exponential fit to the
excess yield gives inverse slopes of 285+53(stat)+57(syst) MeV /¢ for mini-
mum bias collisions and 333+72(stat)+45(syst) MeV /¢ for the most central
0-40%, and 2374+117(stat)+66(syst) MeV/c for 40-94% centralities. The
calculated inverse slopes indicate the effective temperature of the created

118



CHAPTER 5. SUMMARY AND CONCLUSION 119

medium, and no Ny, dependence is found in the temperature at the given
collision energy of \/syy = 200 GeV.

The Npare dependence of the direct photon rapidity density is further in-
vestigated. The Cu+Cu results are compared with the Au+Au results. The
Cu+Cu data points help to look at the dependence in the small Ny re-
gion. An increasing trend for N, is reported in Au+Au collisions, and the
Cu+Cu results follow the same Ny, dependence. A simple power-law func-
tion empirically describes the dependence with a fixed power of 1.25. This
result suggests that the principal source of low transverse-momentum direct
photons is no qualitative change. Moreover, the collision energy dependence
of the direct-photon rapidity density is discussed, and the charged-particle
multiplicity (dNen/dn) dependency is shown. The Cu+Cu results provide
new data points in the small dNy,/dn region. The rapidity density for low
transverse-momentum direct photons in heavy-ion collisions follow the same
dNu,/dn scaling in the wide range of collision energy between 39 to 2760
GeV. This result implies that the direct photon sources are similar across
the wide collision energy region. Even if dNy,/dn is the same, the initial
conditions should be different if the collision energy is different. Therefore,
the scaling suggests that the low transverse-momentum direct photons are
produced near the QGP-hadron transition.

This thesis provides the collision system-size dependence of low transverse-
momentum direct-photon production. The Cu+Cu results improve the knowl-
edge of the direct photon production, especially in the small N, and
dNa,/dn regions. Theoretical models qualitatively express the direct photon
production; however, quantitative understanding has not yet been achieved.
The rapidity density of direct photons follows the unified scaling regardless of
collision system size and energy. The Cu+Cu collisions provide new results
in a small dN,/dn region, but there is still a gap between the p+p collision
results. The PHENIX experiment has taken the data for small collision sys-
tems, such as p+Au and *He+Au collisions to understand the direct photon
production in smaller dNg,/dn region than the Cu+Cu peripheral collisions.
The studies of direct photon production in small collision systems have be-
gun, and it will help quantitative understanding of low transverse-momentum
direct photon production.
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Appendix A

Data table

Table A.1: Direct photon fraction in Cu+Cu minimum bias

pr ry  Stat. error Syst. error
1.0< pr <1.5GeV/c 0.045 0.022 0.548
1.5< pr <2.0GeV/c 0.116 0.027 0.231
2.0< pr <3.0GeV/c 0.064 0.032 0.334
3.0< pr <5.0GeV/c 0.168 0.072 0.195

Table A.2: Direct photon fraction in Cu+Cu 0-40% centrality

pr ry  Stat. error Syst. error
1.0< pr <1.5GeV/c 0.044 0.025 0.618
1.5< pr <2.0GeV/c 0.127 0.032 0.259
2.0< pr <3.0GeV/c 0.090 0.038 0.315
3.0< pr <5.0GeV/c 0.217 0.085 0.213
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Table A.3: Direct photon fraction in Cu+Cu 40-94% centrality

pr T Stat. error Syst. error
1.0< pr <1.5GeV/c 0.065 0.034 0.350
1.5< pr <2.0GeV/c 0.061 0.046 0.357
2.0< pr <3.0GeV/c 0.088 0.060 0.434

Table A.4: Direct photon yield in Cu+Cu minimum bias

pr Mean Stat. error  Syst. error
1.1874  0.0121337  0.00611175  0.00635632
1.7006  0.00304398 0.000811146 0.000621467
2.2915 0.000287172 0.000153236 8.98173e-05
3.4444  3.24082e-05 1.65889e-05  5.26481e-06

Table A.5: Direct photon yield in Cu4+Cu 0-40% centrality

pr Mean Stat. error  Syst. error
1.1875  0.0289627 0.0172251 0.017096
1.7008  0.00805553  0.00229759  0.00181826
2.2898  0.00097946  0.000454379 0.000280948
3.445  0.000104529 5.22027e-05  1.74203e-05

Table A.6: Direct photon yield in Cu+Cu 40-94% centrality

pr Mean Stat. error  Syst. error
1.1879  0.00478253  0.00266948  0.00156414
1.7034 0.000411663 0.000329365 0.000137916
2.297 0.000116383 8.59435e-05  4.5993e-05
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Table A.7: Direct photon rapidity density in Cu+Cu collisions

Centrality dN/dy  Stat. error Syst. error
Minimum Bias 0.0670627 0.0233227  0.0239785
0-40% 0.169709  0.0657873  0.0646457

40-94% 0.0217306  0.0101927  0.00592101
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